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through the Ages

Looking at more than 15 years          
of Software and Computing              

for the LHC Experiments,                     
at current developments                      

as well as at challenges ahead 
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•we started more than a decade before 
everybody was talking about it ! 
➡ with a science budget, unlike Google or Facebook

LHC Computing is Big Data
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The early Times of the LHC Experiments

•project started during LEP aera in '90s 
➡ LoI and TDRs done with infrastructure of the time 

• software in FORTRAN 77, CERNLIB incl. PAW, Geant3 
• general LINUX services at CERN started in 1997 

•huge challenges ahead 
➡ LHC is a high energy and high luminosity machine 

• unprecedented trigger rates, event sizes, pileup 
➡ lots of questions to answer... 

• design the High Level Trigger systems ?                            
(can it be done in software, even re-using offline code) 

• how to build up the software infrastructure ?         
(move to C++/OO, learn from BaBar and CDF/D0 Run-2 preparation) 

• a computing infrastructure matching the needs ?
(building "the" LHC computing centre at CERN wasn't an option) 

• ... 
➡ not to forget, LHC startup was supposed to be 2005 

(well, it came different after all)
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S.Bethke, LHC Computing Review, 2001
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Outline of this Talk

• the LHC Computing GRID 
➡ facing the challenge 

•Data and Service Challenges 
➡ commissioning GRID based computing 

•building up the software of the experiments 

• early physics and experience from Run-1 

• the Higgs discovery 
➡ the role of software and computing 

•preparing for Run-2 
➡ first upgrades of software and computing 

• future software and computing challenges 

• summary and outlook
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The LHC Computing GRID: 
Facing the Challenge
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The Grid: Blueprint for a New 
Computing Infrastructure 

I.Foster, C.Kesselmann (1998) 

"The grid promises to fundamentally change 
the way we think about and use computing. 
This infrastructure will connect multiple 
regional and national computational grids, 
creating a universal source of pervasive and 
dependable computing power that supports 
dramatically new classes of applications."
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The Middleware

• layer of services to implement a 
distributed computing GRID 
➡ derived from GLOBUS (1998) 

• first middleware widely available (proof of concept) 

➡ complex software developed in EU and US 
• information system 
• authentication and authorisation system  
• file catalogs and file transfer systems  
• job brokering 
• interfaces to storage and batch systems  
• etc... 
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GRID processing model and 
middleware services
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The MONARC Model (1999)

•hierarchical model for LHC GRID computing 
➡ Models of Network Analysis at Regional Centres (1999) 

➡ hierarchy of functionality and capabilities 
• Tier-0 at CERN, 11 Tier-1s connected via 10 GB/s links 
• >100 Tier-2 centres attached by region to Tier-1s 
• data flows along the hierarchy, jobs send to data 
• different tasks assigned to centres according to hierarchy 

➡ very structured approach to ease some "fear" of networks 
and to limit complexity of operation (conservative in a sense)
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Tier-0 CERN!

Tier-1 Region 1! Region 2! Region 3! Region 4! CERN!

Tier-2 Country 1"! Country 2"! Country 3"! Country 4"! Country 5"! ...!
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➡ 1999 - MONARC project  
• defined the initial hierarchical architecture 

➡ 2000 - growing interest in Grid technology 
• HEP community main driver in launching the 

DataGrid project 

➡ 2001-2004 - EU DataGrid project 
• middleware & testbed for an operational grid 

➡ 2002-2005 - LHC Computing Grid 
• deploying the results of DataGrid for LHC experiments  

➡ 2004-2006 - EU EGEE project phase-1 
• a shared production infrastructure building upon the LCG 

➡ 2006-2008 - EU EGEE project phase-2 
• focus on scaling, stability and interoperability 

➡ 2008-2010 - EU EGEE project phase-3 
• efficient operations with less central coordination 

➡ 2010-201x - EGI and EMI  
• sustainability, shared across sciences

History of WLCG in Europe
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CERN%

L.Field, CERN-IT

(european centric view, ignoring OSG for the moment)

see talk of T.Kress
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Data and Service  Challenges:      
Commissioning                   
GRID based Computing
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Gartner Group 

HEP Grid on the CHEP timeline 

Padova 

Beijing 

San Diego 

Interlaken 

Mumbai 
Victoria? 

Les Robertson, CHEP Mumbai, 2006
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•experiments and WLCG followed strategy 
of a series of large scale tests 
➡ initially to transition to GRID based computing 
➡ later increasing scale and level of complexity 

• learning process on all sides 
➡ from job success rates to operating site services 
➡ with time and operational experience the experiment 

specific GRID software layers grew: 

• pilot based production systems (DIRAC...) 

• data transfer and data management systems 
• etc.

Role of the GRID Challenges
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DIRAC !
alone!

LCG in!
action!

1.8 106/day!

LCG !
paused!

3-5 106/day!
LCG !

restarted!

LHCb GRID production (2004)

LHCbLHCbGlideinWMS 

Don 
Quixote 2

PhEDEx

GRID sites passing tests

GRID sites failing tests

Les Robertson, CHEP Mumbai, 2006
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ROOT (Rene and Rdm OO Technology*)

•project started 1995 
➡ by R.Brun and F.Rademacher (hence the name) 

• OO framework, having in mind the future LHC needs 
• as well, provided alternative to Objectivity/DB at the time 
• 1998 selected by Fermilab for Run-2 experiments 

➡ became "the standard" for HEP and LHC data analysis 
• used by Astrophysics, other sciences and fields 

➡ core team at CERN, effort at FNAL and large community input 

• framework for interactive analysis 
➡ visualisation, math libraries, I/O 

• LHC data is based on ROOT persistency 
➡ distribution includes suite of other tools 

• xrootd, TMVA, RooFit/RooStats, ... 
➡ total about 1.7 million lines of code 

• OpenHUB "estimated cost" is 27 M$
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https://www.openhub.net/p/ROOT/estimated_cost

*http://ph-news.web.cern.ch/content/interview-rené-brun

https://www.openhub.net/p/ROOT/estimated_cost
http://ph-news.web.cern.ch/content/interview-ren%C3%A9-brun
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•Geant4 Collaboration started in 1999 
➡ successor of Geant series toolkits developed at CERN 

• early studies at CERN and KEK resulted in RD44 
• OO simulation of passage of particles through matter 

➡ today effort at many large labs:                                                                  
CERN, FNAL, SLAC, KEK, ESA/ESTEC, ... 

➡ detector simulation for CMS, LHCb, ATLAS, (ALICE), ... 
➡ used by nuclear, accelerator and medical physics,                     

as well as space science 
➡ about 2.1 million lines of code 

• OpenHUB "estimated cost" is 33 M$ 

• equally important: event generators 
➡ Alpgen, Jimmy, Pythia6/8, Tauola(++), Sherpa, HepMC, 

Herwig(++), Photos, etc. 
➡ C++ and Fortran, about 1.4 million lines of code

13

https://www.openhub.net/p/geant4/estimated_cost

https://www.openhub.net/p/geant4/estimated_cost
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Software of Experiments

•all developed their own OO frameworks 
➡ ORCA (CMS), AliRoot based on ROOT (Alice), GAUDI (LHCb) 
➡ ATLAS added its layer to GAUDI and called it ATHENA 

•CMS started 2005 CMSSW to replace ORCA 
➡ based on experience from FERMILAB experiments  

• huge effort, took >3 years 
➡ today a full CMSSW release has 7.5 million lines of code 

• OpenHUB "estimated cost" is 125 M$ 

• framework itself is only a fraction of this 

• software stacks of the experiments 
➡ applications implemented in framework 

• detector simulation, trigger, reconstruction, ... 
➡ based on common software toolkits                                                                              

• development organised within LCG Application Area                                                         
(Pool, Cool, Coral, Geant4, Root, ...) 
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P.Elmar et al.

ORCA to
CMSSW migration

https://www.openhub.net/p/cms-sw-cmssw/estimated_cost

Applications

Event
Det

Desc.
Calib.

Experiment Framework

Simulation

toolkit

Analysis

toolkits

Database

toolkits

Core Libraries

non-HEP specific
software packages

https://www.openhub.net/p/cms-sw-cmssw/estimated_cost
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Building the Offline Reconstruction

•migration to C++ based reconstruction 
➡ existing FORTRAN algorithmic code often state of the art 

• new ideas from LEP experience, later BaBar and CDF/D0 
➡ lot of work (too much) went into OO design 

• "hip" at the time, today we have to back off again (see later) 

• new ideas to meet the LHC challenges 
➡ driver for innovation, lots of examples: 

• Deterministic Annealing Filters (Com.Phys.Com. 120 (1999) p.197)                                                     
~ tracking in ATLAS TRT at high pileup 

• STEP (J. Instr. 4 (2009) p.04001) ~ Runge-Kutta field integration                              
for ATLAS+CMS muon tracking 

• JetFitter (J.Phys.Conf.Ser. 119 (2008) 032032) ~ novel secondary                        
vertexing in jets for b-tagging 

• FastJet (hep-ph/0512210) ~ fast jet finding  
• Particle Flow (hep-ex/0810.3686) ~ reconstruction in CMS 

➡ later significant influx from CDF/D0, example: 
• Jet-Vertex-Fraction (hep-ex/0612040) ~ pileup suppression
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ATLAS 
tracking

base classes

Noise Method
level DAF MTF
0% 281 4.52
10% 270 5.35
20% 388 6.26
30% 358 7.19
40% 409 9.50
50% 653 11.66

Table 2
The relative generalized variance of the DAF and the MTF with mirror hits for different
levels of additional noise.

3.2 The CMS Tracker [14]

Both the DAF and the MTF have been implemented in the official reconstruction
framework of CMS [15], and systematic, comparative reconstruction studies of
tracks simulated in the CMS Tracker have been performed 2 . A plot of one quad-

2 All results and most of the figures presented in this section have been taken from the Ph.
D. thesis of M. Winkler[15] (with permission).
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Early Physics and the 
Experience from Run-1

16

8

Fig. 1. The first pp collision candidate shown by the event display in the ALICE counting room (3D view, r-� and r-z
projections), the dimensions are shown in cm. The dots correspond to hits in the silicon vertex detectors (SPD, SDD and SSD),
the lines correspond to tracks reconstructed using loose quality cuts. The ellipse drawn in the middle of the detector surrounds
the reconstructed event vertex.

Fig. 2. Online display of the vertex positions reconstructed by the High-Level Trigger (HLT). The figure shows, counter-
clockwise from top left, the position in the transverse plane for all events with a reconstructed vertex, the projections along the
transverse coordinates x and y, and the distribution along the beam line (z-axis).

CMS
900 GeVevent displays of first collisions 2009
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First Data to Physics Results

•a success story all along... 
➡ detector, DAQ and trigger worked ! 
➡ excellent quality of first data  

• fast convergence of calibration and 
alignment procedures 

• much smoother than many expected 
➡ striking level of modelling by simulation 

• thanks to careful preparation work,         
e.g. excellent model of tracker material 

• helped a lot the fast production of  
physics results 

•with luminosity increasing 
over the year 2010  
➡ quality of data approaching design  

levels with series of reprocessings 
➡ "re-discovered" the standard model 

particles one-by-one
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Eric Lançon

ATLAS file catalog

34

>140 PB > 4B files

What about GRID Computing
• it worked ! 
➡ even beyond expectations 

• Tier-0 processing and GRID distribution 
• MC production and reprocessing 
• distributed analysis 

➡ good data available for                                
analysis in timely fashion                                     
(we talked much less about                                                  
computing than many expected)

18E.Lancon, source EGI portal, 2013

CMS: 500 GRID users / day

2010 2011
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ATLAS: all files in PB
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        >4 billion files
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Changes in Computing during Run-1

•with time we made our models more and more flexible 
➡ driven by operational experience gained and technology advancements 
➡ loosen operational constraints 

• direct transfers between T2s                                                                                        
(LHCONE - Tier-2s connect with 10GB) 

• data transfers to jobs (optional) 
➡ caching instead of centralisation 

• conditions access from any site                                                                                        
(Squid/FronTier, CVMFS) 

• automatic release distribution                                                                           (CVMFS) 

➡ popularity based data placement                                                                                          
and deletion (e.g. DP2P) 

• less replicas, better disk usage

19

Eric Lançon on behalf of the ATLAS collaboration

file:///Users/lancone/json/Tiers-EU.html

1 of 1 10/1/13 9:30 PM

file:///Users/lancone/json/Tiers-run2-all.html

1 of 1 10/1/13 9:33 PM

�8

2010

~20 AOD copies distributed 
worldwide 4 AOD copies distributed worldwide

2013
Planned & dynamic distribution data  
Jobs go to data & data to free sites 
Direct data flows for most of T2s 
Many T2s connected to 10Gb/s link

Planned data distribution 
Jobs go to data 
Multi-hop data flows 
Poor T2 networking across regions

E.Lancon, 2014
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The Higgs Discovery:        
the Role of                
Software and Computing

20
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Situation in 2011

•Higgs searches in 2011 data 
➡ both experiments saw "hints" for a light Higgs 

• about ~3σ each, ignoring “look elsewhere effect” 
• indications as well in TEVATRON data 

➡ low mass region at LHC 
• many decay modes accessible (γγ,ZZ,WW,ττ,bb) 
• γγ and ZZ yield excellent mass resolution (~1%) 

➡ detector performance crucial to all analyses (!) 

• rapid increase in luminosity 
➡ pileup approaching design levels in 2011  

• mainly because of 50 nsec operation 
• expectation was to exceed design level in 2012  

➡ concerns about pileup robustness and 
performance of object reconstruction 
• experiments did intensive software development 

in preparation for 2012 data taking
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Updates to Tracking

•CPU scales non-linear with pileup 
➡ combinatorial explosion 

• CMS ~50% in tracking                                                       
(e/γ dominated by special tracking too) 

• ATLAS ~70% in tracking 
➡ e.g. CMS gained factor 2-3 in CPU 

• optimisation of pattern for 30 pileup 
• as well technical optimisation (memory) 

•pileup robustness and performance 
➡ improve track selections to control fakes and     

better vertexing cuts 
➡ robust tracking cuts for object reconstruction 

• e.g., tracking for conversions in ATLAS optimised 
to improve pileup stability (H→γγ)
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Object Reconstruction Updates

•sophisticated electron brem. recovery 
➡ using so called Gaussian Sum Filters 
➡ CMS ran dedicated tracking for e/γ 
➡ ATLAS introduced Region-of-Interest based tracking 

• brem. recovery for tracks pointing to EM clusters 

•pileup suppression for jets, τ, ET-mis ... 
➡ combining calorimeter and tracking information 
➡ ATLAS pileup jet tagging  (JVF and variants of it) 

➡ full fledged particle flow in CMS 

•more MVA based object identification 
➡ optimally combining all available information
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Distributed Computing

•analysis preparation for 2012 
➡ flexible and effective GRID operations 

• massive production of 8 TeV Monte Carlo 
• distribution of data samples across          

Tier-1 and Tier-2 centres 
➡ e.g. ATLAS used GRID resources continuously 

beyond pledges  
➡ >1500 active GRID analysers in ATLAS 

• fast updates of preliminary results 
using latest data for ICHEP 2012 
➡ relied on Tier-0 prompt data processing 

• required excellent quality of fast calibration 
➡ only final Higgs results used reprocessed data 

• reprocessing campaign takes few months 
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CERN Seminar July 4th, 2012: the Higgs

• fantastic success (!!!) 
➡ software and computing     

had its share in it ... 
➡ full chain worked excellent: 

• from detector + trigger to 
• prompt calibration, 
• Tier-0 reconstruction, 
• GRID distribution and 
• fast distributed analysis !
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ATLAS: Status of SM Higgs searches, 4/7/2012 3 

We present updated results on SM Higgs searches based on the data recorded  

in 2011 at √s=7 TeV (~4.9 fb-1) and 2012 at √s=8 TeV (~5.9 fb-1) 

Results are preliminary:  

� 2012 data recorded until 2 weeks ago  

� harsher conditions in 2012 due to ~ x2 larger event pile-up  

� new, improved analyses deployed for the first time 

H Æ γγ and HÆ 4l: high-sensitivity at low-mH; high mass-resolution; pile-up robust 

� analyses improved to increase sensitivity Æ new results from 2011 data  

� all the data recorded so far in 2012 have been analyzed 

Æ results are presented here for the first time 

Other low-mass channels: HÆ WW(*)Æ lνlν, HÆ ττ, W/ZHÆ W/Z bb:  

� ET
miss in final state Æ less robust to pile-up  

� worse mass resolution, no signal “peak” in some cases 

� complex mixture of backgrounds  

Æ understanding of the detector performance and backgrounds in 2012 well 

advanced, but results not yet mature enough to be presented today  

Æ 2011 results used here for these channels for the overall combination 
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We all know what happened next ...

26
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Preparing for Run-2: 
First Upgrades of    
Software and Computing

27
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Computing Constraints for Run-2
•unlike Run-1, computing resources will be limited ! 
➡ assumption is a constant computing budget 
➡ interplay of technology advancement, market price and needed replacements

28

•motivation for LS1 software upgrades 
➡ ensure that Tier-0 can process 1kHz trigger rate 
➡ optimise disk usage (e.g. ATLAS new Analysis Model) 

• biggest problem will be disk !
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CPU for Reconstruction
• focus on software technology and 

improve current algorithms 
➡ improve software technology, including: 

• simplify EDM design to be less OO (“hip” 10 years ago) 

• faster vector+matrix algebra libs (Eigen) 

• vectorised trigonometric functions (VDT, Intel) 

• work on CPU hot spots 

➡ tune reconstruction strategy (very similar in ATLAS and CMS) 
• optimise track finding strategy for 40 pileup 
• modify track seeding to explore 4th Pixel layer       

• huge gains achieved ! 
➡ ATLAS reports overall  factor 3 in CPU time 

• touched >1000 packages for factor 4 in tracking 
➡ CMS reports overall factor 2 in CPU time 

• as well dominated by tracking improvements 
➡ both experiments within 1 kHz Tier-0 budget 

• required to keep single lepton triggers
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ATLAS New Analysis Model for Run-2

•several issues with Run-1 model 
➡ analysis ntuples duplicate AOD (disk !) 

➡ production of ntuples costly (time !) 

➡ analysers develop in ROOT (compatibility !) 

• "small" revolution for ATLAS 
➡ new format (xAOD) readable in ROOT 

• branch-wise reading at ROOT speed 
• object decoration with user data 

➡ centrally produce skims for analysers 
• train production model 
• smart slimming of xAOD objects 

➡ analysis tools transparently usable in ROOT and ATHENA 
• ROOT based and ATHENA based analysis software releases 

• changes for other experiments are less extreme 
➡ similar pressure to reduce resource needs

30

James Catmore                                  Analysis Software status                               ATLAS Week 2013 Marrakech

The new analysis model 10
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Software for 
Detector Upgrades

31

ATLAS HL-LHC event in new tracker



Markus Elsing

Marrakech:   Andi, Andreas, Daniel, me, Heather

•Phase-1 upgrades (2018→) 
➡ LHCb and ALICE trigger-less readout 
➡ CMS and ATLAS ready for 350 fb-1 

• Phase-2 upgrades (2023→) 
➡ HL-LHC upgrades for CMS and ATLAS for 3000 fb-1 

•software plays key role in this program 
➡ physics prospects, detector design, TDRs... 
➡ preparing offline and trigger for detector upgrades itself

Markus Elsing

• Insertable B-Layer (LS1)
➡ and new services for Pixels

ATLAS Upgrades up to Phase-1

•Muons (LS1)
➡ complete coverage
➡ new shielding

8

•Muons (LS2)
➡ New Small Wheel

•ATLAS Forward Physics AFP
➡ 210m downstream from P1 (before LS2)

• LAr Calorimeter (LS2)
➡ fine granularity readout     

for Level-1

• Level-1 Trigger
➡ new electronics
➡ topological trigger

   (phased in before LS2)

•Fast Track Trigger FTK (LS2)
➡ HW tracking input to Level-2 

•Tile Calorimeter (LS2)
➡ new gap scintillators
➡ new trigger electronics

•High Level             
Trigger farm

(phased in before LS2)
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CMS Upgrades up to Phase-1

•Muons (LS1)
➡ complete coverage
➡ increase CSC 

readout granularity

10

•new Pixel detector
➡ installation in 2016/17 in 

end of year shutdown

• Level-1 Trigger
➡ new electronics

• e, γ isolation (PU)
• μ isolation, better pT

• narrower τ-cones
• jets with PU subtraction

➡ topological trigger
   (ready for operation in 2016)

•Hadron Calorimeters (LS2)
➡ new photodetectors, higher Level-1 granularity

• better background rejection using timing
➡ longitudinal segmentation (5 HB and 3 HE segments)

LHC Upgrade Program
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TDR
Framework

Technical Design Report

CERN/LHCC 2012-007

LHCb TDR 12

25 May 2012

UPGRADE
LHCb

• LLT Trigger Scheme
➡ up to 40 MHz into HLT 

with full reconstruction
➡ output 20KHz

•Silicon Trackers
➡ Si strips 

(replace all)

LHCb Detector Upgrades in LS2

25

•Outer Tracker
➡ straw tubes

(replace readout)

•VELO
➡ Si strips

(replace all)
➡ pixel or strips options

•RICH 1 & 2
➡ HPDs

(replace HPDs and readout)

•Calorimeter
➡ PMTs

(reduce PMT gain, 
replace readout)

•Muons
➡ MWPC

(almost compatible)

•option:
➡ Fiber Tracker to 

replace Inner (Si) 
and Outer  Tracker 

Markus Elsing

CMS Phase-2 Upgrades
•Muons
➡ complete RPCs in forward region with 

new technology, GEM or GRPCs
➡ extend η coverage ?

14

•upgrade/replace Forward Calorimeters
➡ extend η coverage ? 
➡ mitigate pileup effects with tracking and precise timing  

•T/DAQ
➡ Level-1 at 1 MHz (?)             

(requires all new FE/RO)
➡ Tracking at Level-1 (!)
➡ HLT output 10 kHz ?

•new Inner Tracker
➡ radiation hardness
➡ better granularity and faster links
➡ improved precision
➡ less material
➡ extend η coverage ?

Technical 
Proposal
in 2014

Markus Elsing

•new Inner Tracker
➡ radiation hardness
➡ better granularity and faster links
➡ improved precision
➡ less material
➡ extend η coverage ?

ATLAS Phase-2 Upgrades

•Muons
➡ new FE electronics
➡ improved resolution

13

• LAr and Tile Calorimeter
➡ new FE and BE electronics

•T/DAQ
➡ Level-0 at 500 kHz
➡ Tracks at Level-1
➡ 200 kHz input to HLT 
➡ output 5 kHz ?

•Forward Calorimeters
➡ replace FCal ?
➡ replace HEC cold electronics ?

Markus Elsing 39

ALICE&Upgrades&during&LS2&
7&

DCAL&(during&LS1)&

  Complete&EMCAL&back&to&

back&coverage&

Replace&Internal&Tracking&System&&

  Improve&IP&resoluFon&to&measure&

&&&&&&meson&and&baryon&down&to&Pt&˜&0&

New&Muon&Forward&Tracker?&

&Measure&µ&IP&

Replace&FE&and&RO&of&&

TOF/PHOS/TRD&

Replace&Muons&FE&

LoI&in&2012&R&Detector&TDRs&in&2013&R&Online&and&Offline&in&2014&&&

o  Study&Quark&Gluon&Plasma&with&PbRPb&collisions&:&6&x&1027&Hz/cm2&&10&nbR1&&

-  Increase&DAQ&acquisiFon&rate&(current&5&kHz)&to&register&all&interacFons&≥&50&kHz&

Very&forward&EM&+&Hadron&

Calorimeter?&

  Access&very&small&x&values&

VHMPID:&Cherenkov&+&EM&&

&PID&up&to&20&GeV/c&

TPC:&replace&wire&chambers&&

with&GEM&chambers&
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•software follows a natural life cycle 
➡ building up the software for an experiment 
➡ start of operations and data taking 
➡ data analysis and detector upgrades 

• loss of software manpower in ATLAS/CMS 
➡ (mostly) students and postdocs moved on to do physics 

• same trend like in previous experiments 
➡ like CDF/D0 Run-2, LHC upgrade program is ambitious 

• need to find sufficient manpower to develop the        
software for the upgrade

CMSSW developers vs year

P.Elmar et al., 2014

CMSSW
project 
start

Software and Manpower
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ATLAS developers vs year
(integrated over 3 months)

P.Elmar, L.Sexton-Kennedy, C.Jones, ICHEP 2007

CDF Run-2 BaBar
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Future Software and 
Computing Challenges

34

the million dollar question: 
how to process HL-LHC events
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Future Computing Needs

• increase in raw data samples 
➡ driven by ALICE trigger-less readout 

• mostly for their online disk buffer 
➡ ATLAS and CMS increase of trigger rate                              

and event size (pileup) 

• total disk needs scales with raw 
➡ current models are above constant budget, 

hence need: 
• smaller data formats 
• new analysis models 
• use more tape (cheaper, continues to scale) 
• less replicas  (use growing network bandwidth) 

•CPU needs less certain 
➡ best estimates are factors above budget 

• based on current applications and models
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M.Krzewicki, ECFA HL-LHC Computing, October 23, 2014

Scale of challenge: data

• Crude estimates based on the expected data rates (per annum). 
• ALICE: large part is a disk buffer in the online system, natural GRID evolution should provide the rest. 
• Data rates and event sizes vary within a run as much as factor 2. 

• EXCLUDES derived data - typically factors more than RAW shown here. 
➡ Data volumes expected to grow dramatically.

3
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M.Krzewicki, ECFA HL-LHC Computing, October 23, 2014

Active data - disk

• Assumes ratio of disk to yearly raw data is as currently requested for 2015. 
• Assumes flat budget annual growth remains at 15-20%. 
• In 2025 cost is at least factor 2-3 above flat budget.
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Scale of challenge: CPU

• Rough estimates of the CPU resources needed, based on extrapolations. 
• It is clear CPU usage must be improved.

5
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Processor Technology

•Moore's law is still alive 
➡ number of transistors still doubles every 2 years 

• no free lunch, clock speed no longer increasing 
➡ lots of transistors looking for something to do: 

• vector registers 
• out of order execution 
• hyper threading 
• multiple cores 

➡ increase theoretical performance of processors 
• hard to achieve this performance with HEP applications 

•many-core processors, including GPGPUs 
➡ e.g. Intel Xenon Phi, Nvidia Tesla 
➡ lots of cores with less memory 

• same for ARM or ATOM based systems 
➡ challenge will be to adapt HEP software 

• need to parallelise applications (multi-threading)                  
(GAUDI-HIVE and CMSSW multi-threading a step in this direction) 

• change memory model for objects, more vectorisation, ...

36

Processor Landscape
• Moore’s law - alive and well: 2 

years → 2 x transistors!

• There is now a lot of transistors 
looking for something do do:!

• Vector registers!

• Out of order execution!

• Multiple Cores!

• Hyperthreading!

• All of these techniques increase 
the theoretical performance of a 
processor!

• But hard to achieve this 
performance (or close to it) with 
HEP applications
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Transistors
Clock
Power
Performance
Performance/W

Moore’s law

Clock speed 
(free lunch)

Moore's law

many integrated 
cores

• Intel’s MIC (aka Intel Xeon Phi) is in its first generation

• 61 x86_64 cores @ ~1GHz

• 16GB of memory

• Coprocessor architecture

• Cache coherent, but no out of order execution

• 512 bit registers (8 double or 16 float)

• Memory per core: 256MB

• Maximum performance needs 4 threads per core: 64MB 
per thread

7

Intel Xenon Phi

Nvidia Tesla

clock speed
(free lunch)
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FAX Deployment

FAX is a 15PB federation, including ATLAS T3s and multiple 
layers of hierarchy.10

Friday, May 11, 12

Federated ATLAS XRootD

Trends in LHC Computing 

•pledged GRID resources indispensable 
➡ will continue to be basis for LHC computing 
➡ make full use of resources (e.g. HLT farms outside data taking) 

•more heterogeneous infrastructure 
➡ opportunistic usage of additional resources  

• commercial Cloud providers (i.e. Google, Amazon) 
• free CPU in High Performance Computing centres                                             

(big HPC centres outperform WLCG in CPU) 
➡ storage will not become opportunistically available 

•GRID services become (even) more flexible 
➡ global data federations serve data to jobs at remote sites                              

(FAX - ATLAS, AAA - CMS, AliEn - ALICE ) 
➡ ATLAS "event service" 

• short payloads for opportunistic remote computing
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 15 April 2013 GPU workshop - DESY 6 

Some easy-to-use HPCs: sw runs “as is” 
Rod Walker 

SuperMUC (München)
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Detector Simulation

•simulation limited by CPU 
➡ avoid MC limiting physics precision 
➡ need to increase GRID "MC luminosity" 

•major software technology 
developments in simulation 
➡ Geant 4.10 introduces multi-threading 

support 
➡ Geant V redesign to explore vectorisation 

•ATLAS Integrated Simulation 
Framework (ISF) 
➡ mixes fast and full sim. in one event 

• spend time on important event aspects 
➡ towards complete fast software chain 

• avoid digit. and reco.  bottleneck 
• directly produce analysis formats (disk)
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Flavors overview 

Andrei Gheata, ACAT 2014 11 
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• initiative to raise profile                                                                          
of HEP software projects 
➡ building upon existing and                                                                                                     

previous initiatives 
• hepfroge.org 
• Concurrency Forum 
• (less known) US HEP Forum for                                                                                       

Computational Excellence 
• previous LCG Application Area 

➡ as well, existing HEP SW projects 
• Geant4, Root, ... 

➡ hopefully as well GRID software 

• foundation as a bottom-up approach 
➡ invite participation in projects across experiments and collaboration beyond HEP 
➡ hope to achieve synergies and bundle expertise on crucial technology developments

HEP Software Foundation
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http://hepsoftwarefoundation.org

upcoming workshop



Markus Elsing

Marrakech:   Andi, Andreas, Daniel, me, Heather

Summary
• facing the LHC computing challenge 
➡ the voyage started nearly 2 decades ago 

• from FORTRAN to GRID computing 
➡ it was a success story ! 

• computing & software worked extremely well, enabling LHC physics program 

• shutdown preparations for Run-2 
➡ first round of upgrades to software and computing 
➡ even higher pileup and limited computing resources 

•many more challenges ahead 
➡ Phase-1 and Phase-2 detector upgrades 

• pileup will rise further, up to 140-200 for HL-LHC 
➡ IT technologies are changing dramatically 

• more heterogeneous, more complicated to program 

• and finally: 
➡ to fully explore the LHC potential we not only need the 

computing resources, but our community at large needs as 
well to find adequate manpower for the necessary software 
developments !
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LHC Detectors - From Design to Performance                     Karlsruhe, 2 December 2013                                  Christoph Rembser         ! 4!

•  1980: LEP not yet built, but physicists think about the possibility to re-use the tunnel for a hadron collider;!

•  1984: Glimmerings of the LHC (2x5...9 TeV, symposium in Lausanne) and SSC (2x20 TeV);!

•  1988: SSC approved (Waxahachie, Texas);!

•  1989: First collisions in LEP and SLC, R&D for LHC detectors begins;!

•  1993: SSC construction cancelled;!

•  1994: LHC approved (start in 2005)!

•  1995: Discovery of the top quark at Fermilab;!

•  1996:  ATLAS and CMS approved. 1997: ALICE, 1998 LHCb;!

•  2000: end of LEP running, no Higgs yet;!

•  2005: first cosmic seen in the ATLAS pit;!

•  2006: new CERN accelerator control centre ready;!

•  2007, June: the last dipole magnet lowered to the tunnel, first sector @-271 deg; !

•  2008: LHC start;!

•  2008, 10. September - 10:28: first full turn of a proton bunch!

•  2008, 19. September - failure during powering tests!

•  2009, 23. November: protons collide again! (30. November: 1.2 TeV collisions) !

•  2010, 30. March: first high energy proton collision (3.5 TeV)!

•  2012, 4. July: Higgs-like particle seen!!

•  2012, 8. November: First observation of Bs0 → μ+μ−; the Standard Model rules.... !

LHC history!

Background image:!
LHC as planned in 1984!

Backup
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European Grid Initiative (EGI) 
•EGI federation 

participants: 
➡ National Grid 

Initiatives (NGIs) 
• funding via NGIs 

➡ international research 
organisations 

•GRID in Germany 
➡ contributions to 

worldwide WLCG: 
• 15% to Tier-1s (KIT) 
• 10% to Tier-2s        

(DESY, GSI, MPI München,                  
5 Universities: Aachen, 
Freiburg, Göttingen, LMU, 
Wuppertal) 

➡ within Germany 
• 40% at Tier-1 
• 60% at Tier-2
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NGIs%in%Europe%
www.eu0egi.eu%

G.Quast, DPG 2014

German GRID resources (CPU, DISK)

SKIP SLIDE

see talk of T.Kress
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EGI is a shared Infrastructure

•a few hundred virtual organisations (VOs) 
from several scientific domains: 
➡ astronomy & astrophysics 
➡ civil protection 
➡ computational chemistry 
➡ comp. fluid dynamics 
➡ computer science/tools 
➡ condensed matter physics 
➡ earth sciences 
➡ fusion 
➡ high energy physics 
➡ life sciences 
➡ ... 

(http://operations-portal.egi.eu/vo/search) 

• organisations are joining continuously  
➡ e.g. fishery ( I-Marine)
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Tracking Software Concepts

• tracking for LHC luminosities 
➡ early years informal collaboration by CMS and ATLAS 

• R&D on fitting techniques, STEP propagation, ... 
• later series of LHC alignment workshops 

➡ novel tracking geometries with embedded navigation 
• reduced volume complexity 
• bended material on simple surface shapes 
• much faster than generic voxelisation a la Geant4 

➡ speed up reconstruction and fast tracker simulation 

•material description of LHC detectors 
➡ we knew ATLAS and CMS trackers would be heavy 
➡ measure components precisely 

• interplay hardware and software people 
• we will see, it payed off later !
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fast tracking 
geometry
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Software and Upgrade

•ECFA HL-LHC workshop series 
➡ software and computing part of the process 
➡ across all 4 experiments 

•numerous upgrade goals 
➡ boost physics reach, including  

• LHCb all software trigger 
• online data compression for ALICE 

➡ keeping physics acceptance at higher pileup 
• ATLAS and CMS will increase trigger rates, 

especially for single lepton triggers 
• even higher pileup will require more 

resources (CPU, memory, disk) 

➡ upgrade software and computing itself 
• follow technology evolution
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colours represent events, shapes different algorithms

Gaudi-Hive scheduling model

Framework Support for Concurrency

•Gaudi-Hive 
➡ parallelism for the Gaudi framework 

• used by LHCb and ATLAS 
➡ Intel TBB toolkit for multi-threading support 

• event and algorithm level parallelism 
➡ demonstrators show encouraging results 

• but tracking needs finer-grained parallelism 

•CMSSW multi-threading 
➡ framework splits into global (transitions) and multiple streams (event processing) 

• underlying toolkit is as well Intel TBB 
➡ excellent scaling and memory improvements observed on 16 core machines 

• 99% of CMS reconstruction is now thread safe 
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CMSSW multi-threading
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