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Abstract

Measurements of the cross section ratio R, = T4 /0 haa and the b quark forward-
backward asymmetry A% p have been performed in ete™ — Z/~* events with the
DELPHI detector using data delivered by LEP from 1997 to 2000. They correspond
to centre-of-mass energies ranging from 183 to 209 GeV and comprise a total inte-
grated luminosity of 650 pb~!. For the identification of bb events a tagging variable
was used which combines the information coming from B lifetime, the mass found
in secondary vertices and the rapidity of tracks coming from a secondary vertex.

The asymmetry measurement uses the charged tracks to distinguish between the b
and b hemispheres. A% g is extracted from the charge signed polar angle distribution
using an unbinned log likelihood fit.
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1 Introduction

During the last five years the LEP accelerator has delivered nearly 700 pb~! to each of the
four experiments at centre-of-mass energies ranging from 130 to 209 GeV. In this energy
region above the Z resonance the photon exchange and its interference with the Z is no
longer suppressed with respect to the Z exchange, resulting in a very different behaviour
of the production characteristics of fermion pair events.

A measurement of the cross section ratio R, and the forward-backward asymmetry
A% has been performed at energies between 183 and 209 GeV using data collected with

the DELPHI detector [1]. Unlike at LEP 1, R, is defined as % rather than %. The

bb events are isolated using well understood techniques developed at LEP1, with efficient
b tagging extended to a polar angle of 25° due to the LEP 2 silicon tracker upgrade. The
b tagging is cross calibrated using data taken on the Z resonance in the same running
periods as the high energy data. The good efficiency, together with the large amount of
data accumulated, allows a test of the Standard Model prediction for bb production in
two-fermion events. Previous results concerning the energy range 130-172 GeV can be
found in ref. [2].

The paper starts with the presentation of the selection and b tagging techniques ap-
plicable to both the R, and A%, measurements, followed by a separate description of the
measurements themselves.

2 Track Selection

The polar acceptance for charged tracks is limited by the geometry of the tracking system
to a polar angle region between 11° and 169°. The track selection imposes additional
constraints, selecting charged tracks only if :

e their momentum is between 0.1 GeV and 1.5- F

beam)

e the relative error on the momentum measurement is less than 100%,

e the distance of their closest approach to the beam-spot is less than 4 cm in the plane
perpendicular to the beam axis and less than 4/sin 6 cm along the beam axis.

For jet clustering and the computation of event cut variables, neutral particles are also
used. They are accepted in a polar angle region between 3° and 177°, which gives a good
rejection of off-momentum electrons. A minimum energy cut is applied on neutral tracks,
which is 0.3 GeV for the barrel electromagnetic and small angle calorimeters, HPC and
STIC, and 0.4 GeV for the electromagnetic calorimeter in the forward region, FEMC.

3 Event Selection

The signal coming from the process eTe™ — ¢q(7) was selected using global event variables
deduced from the set of selected tracks. The following set of cuts provides a selection of
hadronic events while rejecting Bhabha and two-photon background events:
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FEeyce is constructed from Er and Eg, the sum of all showers found in the forward and
backward arms of the forward electromagnetic calorimeter. Cutting on this quantity as
a percentage of the beam energy rejects electrons from bhabha events. The request for a
minimum transverse energy, > F |, rejects two-photon events better than a comparably
high F ... cut, thus allowing the latter to be reduced.

At energies well above the Z-resonance, not only two-fermion final states with an
effective centre-of-mass energy /s’ near the initial energy /s contribute to the sample
of measured events, but also radiative return events with Vs’ ~ my and several kinds
of four-fermion events. To be able to study the values of R, at v/s' ~ /s, additional
selection criteria are applied:

e Four-fermion events coming from the process ete™ — WW/ZZ — qqqq usually
can be easily forced into a four-jet structure and lead to a high (1 — 7') value.
Two-fermion events with a back-to-back topology have, if forced into four jets as
well, at least one jet with considerably lower energy and smaller angle towards a
neighbouring jet. An energy-dependent cut on F,, - © .., and a remaining soft cut
on the Thrust, (1—7") < 0.31 (0.35 for 1997,1998), further reduce the contamination
with four-fermion events. An E - O .., < /s -0.083° cut is chosen for the data of
1997, E o - © in < 4/5-0.079° for 1998 and F ;, - O i < /s - 0.075° for 1999 and
2000.

e The acceptance is limited to the silicon tracker polar angle coverage by requiring
the thrust axis to have a minimal polar angle of 25°.

e The high energy sample is defined by rejecting any event with a reconstructed
centre-of-mass energy /s’ [3| lower than 85% of the initial centre-of-mass energy.

Furthermore, runs which do not fulfill the demands on the detector quality were rejected,
along with very short fills, where the beamspot was not reliably reconstructed and the b
tagging degraded.

The influence of remaining background events was estimated using full detector sim-
ulation data sets generated by the EXCALIBUR four-fermion generator in versions 0.91,
1.01, 1.08 and 2.01 for different years of data taking. High energy and radiative ¢g(7y)
events were simulated using the PYTHIA generator, versions 5.72 and 6.125.

The data sets analysed and the number of selected events obtained via the above
selection cuts are listed in table 1.

4 Problems During the 2000 Data Taking

During the last third of data-taking in 2000 one twelfth of the main tracking detector
TPC was missing due to a short between sense wires. As a consequence, although tracks
in that angular region could still be reconstructed from hits in other tracking devices,
the track finding efficiency and track resolution went down in that sector [4]. Special
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Vs | [edt | NE
182.65 | 53.20(8) | 1428

(
188.63 | 157.5(2) | 3642
191.58 | 25.11(7) | 551

195.52 | 76.1(2) | 1640
199.52 | 83.0(2) | 1633
201.64 | 40.0(1) | 792
204.85 | 81.4(2) | 1565

206.54 | 133.4(2) | 2593

Table 1: Average energies, integrated luminosities and numbers of selected
hadronic events for the analysed data sets

simulation was generated for that period, which started on the 1st of September and
comprises 55.6 pb™!. An extra sample of Z pole data was taken so that the same analysis
chain could be run separately on the data before and after the loss of the chamber, using
the corresponding Z° calibration runs and simulation data.

For the R;, and A%, analyses the relevant distributions have been studied on both data
sets separately, and no significant deterioration could be found in the agreement between
data and simulation. Dedicated control plots such as the agreement in the number of b-jets
reconstructed per sector show that the drop in efficiency is well described by simulation.
The dilution factor needed to extract A%, (see section 7) was degraded by about 4%,
again with good agreement between data and simulation.

5 Identification of b Quarks

The DELPHI silicon tracker [5| provides up to six three dimensional points per track
from three layers at radii between 6 and 11 cm. The precise track extrapolations provide
a means of distinguishing between tracks from the primary vertex and tracks coming from
decays of short lived hadrons.

The characteristics of heavy quark production are expressed in three observables:

e 3 lifetime variable constructed from the impact parameters in a jet,
e the mass of the secondary vertex if one is present.
e the rapidities of the tracks from the secondary vertex or jet.

These variables are combined in an event probability variable ranging from -5 to +10. A
detailed description of the observables and their combination can be found in [6].

High values of the tagging variable correspond to a high b purity, whereas light quark
events are accumulated at low values. c¢ events are enriched in the intermediate region but
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Figure 1: Distribution of the event tagging variable in the 200 GeV data set.
The simulation is divided into bb, c¢, light quark and background
events. The quality of the agreement between data and simulation
is an ingredient of the systematic error estimation.

are not clearly separated from the other flavour types. The distribution of the probability
variable is displayed in figure 1 for the selected events measured at /s = 200 GeV together
with the simulation prediction consisting of Z/~v* signal and different background types.

6 The R, Measurement

By cutting on the event probability variable at P, > 0.625, a subsample (V5P ) is selected
from the total number of selected events (NF2 ) with a b purity between 88% and 90%,

total
depending on the data set. When the background content is subtracted from the tagged
and total selected events, the ratio of the two numbers can be expressed as a function of

Ry, using the tagging efficiencies for b, ¢ and uds quarks (&, €¢, Euds)-

NRD _ NISR o £4f
tagged tagged tagged _ meas. SM _MC SM MC
NFRD _ NISR _ N4 = Ryep™ + RMe + (1 — Ry — RM) e, (1)

total total total

The constraint that the cross section ratios add up to one requires that R,4s contains
the measured R, as well. The different coefficients are explained more detailed in the
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following.

6.1 Background estimation

The event selection reduces the remaining radiative return contamination to ~ 8% and
four-fermion background to ~ 18%, with the latter dropping to 3% in the WV -depleted
b tagged sample.

The remaining backgrounds from selected four-fermion events (N* = N

tagged’ total

) and from

radiative events (VSR ) N5F) contribute to the samples of selected and tagged events.

tagged ? total

They are estimated to be

N4f,ISR — (f L) . O'M’Z/,Y* . €4fISR (2)

tot/tag tot/tag

and then subtracted from the number of measured events.

The cross section for four-fermion background (o) was taken from the Monte Carlo
generator, EXCALIBUR, whereas the ¢g(vy) cross section (0,,,.) is replaced by the semi-
analytic ZFITTER [9] prediction. As ZFITTER and PYTHIA agree very well in the distribu-
tion of the true v/s’ , the fraction of radiative two-fermion events is taken from simulation.
It is contained in "®* which is in both cases defined as the ratio of selected events to all
events found in the simulated data set. Table 2 shows the resulting estimated background
contamination compared to the number of events in the data sample for the 200 GeV
measurement.

real data | ISR bg | 4f bg

New | 1633 | 102(2) | 285(2)
Negea | 206 | 14.3(5) | 8.1(3)

Table 2: Example of N** N * estimated based on eq. 2 for the 200 GeV data
sample. The errors are related to the limited simulation statistics.

6.2 Efficiency determination

In order to minimise the dependence on the description of the b-modelling in the simu-
lation, the b efficiency ¢, is calibrated by applying equation 1 to the Z peak data of the
corresponding LEP running period. The accurately measured cross section ratio from the
LEP1 period is used [7], leading to a measured &) which is then extrapolated to high
energies. Thus only the relative change in efficiency needs to be taken from simulation.
More precisely, the inefficiency ¢ is extrapolated, giving

EM(E)

g—MC(mZ) :

meas.

ef=t =1—17-(1—¢)) with the relative change r =

(3)

€. and €,4 are taken directly from high energy simulation.



6.3 R. and acceptance correction

Standard Model predictions for R. at high energies as well as on the peak are obtained
from ZFITTER? [9].

The Standard Model ratios measured at LEP 1 and predicted by ZFITTER correspond
to the full angular acceptance and a 100% hadronic selection efficiency. The Standard
Model ratios are acceptance corrected before they are used in eq. 1. The measured R,
results are corrected to full acceptance.

6.4 Sources of systematic error

The following sources of systematic error are taken into account:

e Systematic errors can arise from uncertainties in the flavour tagging method, from
the stability of the b tagging for different data taking periods and the way the
detector resolution enters the tagging.

They are determined by swapping the b tagging calibration files for real data and
simulation and by shifting the probability variable distributions for ¢ and uds events
to higher values, improving the agreement in the probability distribution on the Z.
The second change is smaller than the first due to the high purity working point,
away from the region where disagreements are generally observed.

For the 2000 data the detector alignment and consequently the b tagging calibration
still shows problems with the current, not yet final data processing. The system-
atic error arising from this was estimated by switching between different b tagging
calibrations from different data-taking periods. The result is that the preliminary
systematic error given for detector and b tagging is about half the statistical error.
It was assumed fully correlated while combining the results from the periods before
and after the TPC sector loss.

e Imperfections in the b modelling do not enter the analysis method directly, because
it calibrates itself on the Z data. However the statistical errors of the Z data sets,
and also of the simulated samples used for extrapolation, result in an uncertainty
in €;, which is of the same order of magnitude as the difference between calibrated
and simulated ¢,. The corresponding effect on R, is quoted as €, uncertainty.

e Uncertainties in the ¢ and uds modelling have been studied for the LEP 1 R, mea-
surement [7]. They arise mainly from the ¢¢ — D% fraction and the D decay
multiplicity in case of ., and from light hadron modelling and gluon splitting in
case of €,45. Their size is scaled to the working point of this analysis and multiplied
with a confidence factor of 2, taking into account the different working point and
energy.

e Another source of systematic error originates from correcting the measured R, to
full acceptance. Its size is taken as one third of the correction.

e For the four-fermion background modelling, it has to be taken into account that very
small contributions such as Zee and llqq events have been neglected, and that the
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Energy [GeV] | Ry (+stat, +syst. error) | SM expectation
182.65 | 0.1373 £ 0.0154 4 0.0041 0.1671
188.63 | 0.1563 £ 0.0103 4 0.0040 0.1660
191.58 | 0.1688 £ 0.0262 4 0.0055 0.1655
195.52 | 0.1653 4+ 0.0150 £ 0.0043 0.1648
199.52 | 0.1834 4+ 0.0160 £ 0.0047 0.1642
201.64 | 0.1775 £ 0.0229 4 0.0050 0.1639
204.85 | 0.1668 +0.0164 + 0.0106 0.1634
206.54 | 0.1567 +0.0120 £+ 0.0101 0.1632

Table 4: Preliminary results for R, at energies between 183 and 207 GeV. Sta-
tistical and systematic errors are quoted separately. The Standard
Model prediction has been computed with ZFITTER.

estimation relies on the correct knowledge of cross sections and data luminosities.
These effects are summarised in a variation of the four-fermion cross section by
+5%, which is larger than its theoretical error (2 — 3 %).

e The cut on the reconstructed centre-of-mass energy could introduce a bias due to
ISR modelling or detector effects. Its size is estimated by varying the cut by +5%
and averaging the impact on R over all 6 energy points in order to minimise the
influence of statistical fluctuations. A cross check is performed by going back to
a simpler form of the /s’ reconstruction algorithm which uses only topological
information. Its effect is in agreement with the cut variation.

e A theoretical uncertainty in the modelling of the initial state / final state QED
interference is quoted as well (“INTF modelling”). It is taken as half the change in
the ZFITTER prediction when switching off the O(«) interference correction, which
is active by default.

An overview of the individual systematic error contributions for each of the six energy
points is given in table 3. The total systematic error on R, is obtained by quadratic
summation and can be compared to the statistical error on real data.

The dependence on R, is quoted in the systematic error breakdown in table 3 as well;
it refers to the proportionality factor between R, and the deviation from the Standard
Model expectation: R, = R + a - (R, — R3™).

6.5 Results

The measured results for R, are summarised in table 4 and plotted in figure 2 together
with the prediction from ZFITTER. The plot also contains published measurements both
on-peak and off-peak |7] and the 130-172GeV results from [2]. Both the high energy
(v/s'/+/s > 0.85) and the inclusive (v/s'/y/s > 0.10) theoretical prediction are included
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Figure 2: The cross section ratio R, versus the LEP centre-of-mass energy
\/s. The data points show the preliminary results obtained with
this analysis (closed circles) and previous results published in |2]
and [7]. The LEP 2 results have to be compared with the high
energy prediction (v/s'/+/s > 0.85) given by ZFITTER (full curve).
In this plot the 192 and 196 GeV and the 200 and 202 GeV mea-
surements have been combined.



in the plot. The measured R, values show a good agreement with the Standard Model
within their statistical errors.

7 The A® Measurement

For events with a reconstructed centre-of-mass energy v/s’ of close to 200 GeV, the forward-
backward asymmetries, Agpg, of quarks are expected to be significantly higher than at the
Z pole. The angular distribution of the b quarks as a function of their production angle
f can be described by

do
dcost
where uncertainties due to the interference between initial and final state radiation have
been neglected, as their impact on the measurement described here is small [11].
Experimentally the quark charge can be estimated from the final state particles. In the
regime +/s'/y/s > 0.85 the events are back-to-back, and the thrust axis of the event may
be used to divide the event into forward and backward hemispheres, where the forward
hemisphere is defined to be the one containing the incoming electron. The momenta of
the charged tracks are projected onto the forward unit thrust axis T, and the charges of
the forward (Qr) and backward (()p) hemisphere are computed to be:

3
=1+ cos’f + §AFBCOSQ, (4)

_ ZiQi|?i'T|ﬁ (5)
=i |7 T

where ¢; is the particle charge, p; its momentum, and the exponent « is set to a value of

0.6, chosen to optimise the discrimination. The sum runs over all charged tracks ¢, and

all terms with 7', - T > 0 contribute to Qr, while all terms with 7', - T < 0 contribute to

@p. The information from the two hemispheres is combined in the charge flow variable

QFB?

Qr)

Qrp=Qr — Qp (6)

the sign of which is sensitive to whether the b quark is in the forward or backward
hemisphere. The knowledge of the true quark charge is limited by the fragmentation, but
improves for greater absolute values of Qrp. If a cut is made requiring |Qrpg| > 0.1 the
fraction of b events with an incorrect charge assignment, w,, is about 0.26 according to
the Monte Carlo.

The variable x is defined to be the cosine of the event thrust axis signed by —Qpp.

The observed asymmetry A% is fitted to the distribution of the events in 2 by maximising
the likelihood

8
InL=>"In(l+a}+ gA;?gxi) (7)
where the sum runs over all events. The observed charge asymmetry contains contribu-
tions from the various backgrounds included in the sample. The WW background and the

contamination from low /s’ are subtracted with asymmetries as measured on the Monte
Carlo, giving corrections of about 3%. The remaining asymmetry can be expressed as
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ARy = Z s¢DgAbpty (8)
q=u,d,s,c,b
where the sum is over the quark species, Appg is the asymmetry, F' the relative abundance,
D a dilution factor for each quark coming from charge misassignment, and the sign s is +1
for b, d and s quarks, and —1 for v and ¢ quarks. The dilution factors are determined from
the Monte Carlo, by repeating the maximum likelihood fit on the Monte Carlo sample
with and without use of the truth information to determine QQrp. For the quarks other
than the b quarks the Standard Model value for A% is taken. For this analysis, a high-
purity working point is chosen with F;, = 0.96 and F,. = 0.03, minimising the corrections
due to the non b quark contamination. This formula is used to extract AS.5.
The fit to the distribution in the variable x is illustrated in figure 3 for the data sets
from 189 to 202 GeV.

7.1 Systematic Error Estimation

The principal contributions to the systematic error were as follows:

e Knowledge of the dilution factors. The dilution factors were cross checked using
the values of w, as measured on the Monte Carlo, and the relation D, = 1 — 2w,
The knowledge of the dilution factors was also checked by making the measurement
on the Z° data accumulated in 1998, 1999 and 2000 and comparing to the LEP1
measured value of A%, and by looking at variations between the different years
and energy points. Finally the exponent x was varied between values of 0.3 and
0.9 and the dilution factors recomputed. The systematic error estimated from the
variations between these methods was 7%.

e Detector Effects. The following detector effects were considered:

— Variation of purity with cosf

Changes of beamspot size and width between years and data samples
— Estimated asymmetry in detector efficiency

— Placement in z of the silicon tracker in data and simulation
A conservative error from these effects was estimated to be 5%.

e Backgrounds. The WW and ISR backgrounds were varied by 50%, leading to an
uncertainty of less than 2%.

e 2000 TPC problems. The data from the period with TPC problems was investi-
gated separately. It was shown that the fluctuations seen with the problem sector
removed lay well within those seen when removing an arbitrary sector.

The total systematic error was estimated at 9%. Note that the chosen working point

means that the dependence of the result on the assumed branching fractions into bb and
cc is negligible.
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Energy number of A’}, p T stat. &= syst. error
(GeV) | selected events
188.6 206 0.5070 13 £0.05
191.6 44 0.37703) £0.03
195.5 110 0.7275:15 £ 0.06
199.5 117 0.747018 £0.07
201.6 53 0.591025 +0.05
204.8 79 0.76 £ 0.25 + 0.07
206.6 157 0.47 £+ 0.20 + 0.08

Table 5: Preliminary results for A%, at energies between 189 and 207 GeV.
Statistical and systematic errors are quoted separately.

7.2 Results

The measured results for A%, are summarised in table 5 and plotted in figure 4 together
with the prediction from ZFITTER, and the previously published values. The measure-
ments are compatible with the Standard Model predictions.

8 Interpretation

Deviations from the Standard Model predictions for the process eTe™ — bb can be de-
scribed model-independently in form of effective four-fermion contact interactions, giving
access to new physics at higher energy scales. The heavy flavour production results have
been used to obtain limits on such contact interaction scales.

Contact interactions are parametrised by an effective Lagrangian [12] of the form

2
La="5 X m@Eme)Tn"f) . f#e 9)

i,j=L,R

where e; and f; denote left or right-handed spinors and the coupling ¢*/4 is taken to
be 1 by convention. Different helicity couplings 7;; = £1 or 0 between initial and final
state fermions can be assumed, defining a set of different models [13]. Each can have
constructive (+) or destructive (—) interference with the Standard Model Lagrangian.
Only the models explained in table 6 have been studied since they lead to large deviations
in the ete™ — bb production.

All R, and A% results above the Z° resonance are used as inputs, i.e. for 133 GeV,
167 GeV from [2] and for 183 (189 in case of A%;) to 207 GeV from tables 4 and 5. Hereby
the R, measurement has to be converted into a cross-section o,; using the DELPHI
hadronic cross section measurements published in [14]. The method of fitting each contact
interaction model to the data works by fitting a parameter e defined as ¢ = 1/A2. This
parameter can take both positive and negative values in the fit and is 0 in the limit that
no contact interactions exist. In the calculation of errors correlations between R, and o,;
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Figure 4: The b quark asymmetries A%, versus the LEP centre-of-mass en-
ergy /s. The data points show the preliminary results obtained
with this analysis (closed circles) and previous results published
in [2] and [10]. The solid line shows the high energy prediction
(v/s'/+/s > 0.85) given by ZFITTER.

Like the R, results, the 192 and 196 GeV and the 200 and 202 GeV
measurements have been combined.

| Model | nr [ e | nor | 8L |
LLE | +£1] 0 0 0
RR* 0 | £1 | 0 0
VVE | £1 | £1 | £1 | +1
AAT [ £1 | 1 | 71 | 71
LR* 0 0 | £1 1] 0
RL* 0 0 0 | +1
VOt | £1 | £1 ] 0 0
AOT 0 0 | £1 | +1

Table 6: Choices of 7;; for different contact interaction models
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ete” — bb
Model | e (TeV=2) | A~ (TeV) | AT (TeV)
LL | —0.000675057% 7.9 8.4
RR | —0.162670 5550 2.2 5.7
VV | —0.000570-503% 8.6 9.5
AA | —0.000670 0552 9.6 10.7
RL 0.04597 05507 3.0 4.7
LR 0.12747095%9 5.8 2.4
VO | —0.0004705023 9.3 9.9
A0 0.031370 0547 5.4 3.7

Table 7: Fitted values of € and 95% confidence limits on the scale, A, for
constructive (+) and destructive interference (—) with the Standard
Model, for the contact interaction models discussed in the text.
From bb results with centre of mass energies from 133 to 207 GeV.

were assumed negligible. However correlations between different energy points were taken
into account by the fit.

The results for e for each of the models are shown in table 7 together with their
68% confidence level uncertainty. They are all compatible with the Standard Model
expectation of € = 0. The lower limits on A are obtained by integrating the likelihood
function over the physically allowed values, € > 0 for each AT limit and ¢ < 0 for A~
limits. The resulting limits for a 95% confidence level are also shown in table 7 and are
displayed in figure 5.
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bb — DELPHI preliminary

LL ——
RR i —
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R S
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; D ;
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Figure 5: Graphical display of the excluded values for the scale A for each
model (95% CL). Positive (negative) values denote constructive
(destructive) interference with the Standard Model.
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