
Memory Locality and Latency
• Memory locality is extremely important!

• Vector loads and stores are vastly more efficient and cache misses cost 
hundreds of cycles!

• Put like things together!

• Structures of arrays not arrays of structures!

• Simple tests of sigmoid functions (for neural networks) with contiguous 
and random memory access
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Function Contiguous Random Ratio

Logistical Fn 2400ms 9700ms ÷4

Fast sqrt Fn 560ms 7900ms ÷14

Ratio x4.3 x1.2

Improve because 
of SIMD

Losses because of 
lack of locality


