racking for High Pileup

Markus Elsing

ECFA Preparation Workshop, September 4-5th
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CERN ATLAS HL-LHC event in new tracker (pileup of 140)




Introduction: the Challenge



Pileup during Run-1and Future Expectations

e pileup in 2012 exceeded design

= average pileup up to 35 (1.5 x design)
= due 50 ns operation during Run-1

e Run-1: good stability of tracking

performance vs pileup (ATLAS, cMms)

= test with high pileup runs show limitations
when going much further

e expectation for Run-2 and Run-3
= |[uminosity up to 2-3 X 1034cm-=2s-T
e pileup of 40 up to 80 (at 25 ns)
= ATLAS and CMS aim for ~1 kHz data taking rate

e allows to keep especially single lepton triggers ?;:'[_. -
= challenge for physics performance and resource | -

needs for reconstruction, especially for tracking
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Tracking at High Pileup ?

e [ooking even further: HL-LHC
= |uminosity 5 X 1034 cm=2s-T with leveling
= pileup levels ~140-200
= major tracker upgrades in shutdown 2023

e the million dollar queStiOnI ATLAS HL-LHC event in new tracker

= how to reconstruct HL-LHC events within resources ?
= tracking naturally resource driver for reconstruction (CPU/memory)

e this is not a new question !

= we knew that tracking at the LHC is going to be a problem
e hence: we aim at improving over something that has already been highly optimised

= processor technologies are going to change as well RAW-> ESD Reconstruction time @ 14 TeV
¢ need to rethink some of the design decisions we did
e will require vectorisation and multi-threading
e improve data locality (avoid cache misses), etc.

ATLAS:
CPU vs pileup
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CPU time vs pileup

Run-1 Experience with Pileup S

© Fall 11 campaign

e tracking performance as expected

= both experiments use similar tracking strategy (in silicon)

e CPU increases rapidly with u (combinatorial explosion)

e big improvements with tracking updates during Run-1

= more robust tracking cuts controls fakes
® primary vertexing Boon) ATLAS Prolminen
- —¢— Data 2011, Default

= visible effects of vertex merging at high p 86005 4 Simulation, Detaut
= > pr based vertex tagging less and less optimal (see MC) 4 Dua 20, Pt

e tracking as a tool for pileup control

I _ag¥ tracks in data / MC
= e.g. pileup jet tagging (JVF and variants of it) e with different cuts
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= CMS jEtSl ET and 1 based (0] partide ﬂOW TR ~ 5 10 15 20 25 30 35

JVF(jet1, PV2] = f Number of Vertices

Ime per event (a.u

CMS Simulation, Vs = 8TeV . 50—

455 ATLAS Prellmlnary
- e Before pile-up correction
OE m Pile-up correction STVF
+ Pile-up suppression Extrapolated Jet Area
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Preparing for Run-2 in current
Long Shutdown (LS-1)



Computing Constraints for Run-2

e unlike Run-1, our computing resources will be limited !

= assumption is we stay with a constant computing budget
= interplay of technology advancement, market price and needed replacements

ATLAS Tier-0 CPU
factor 2.3 till 2017 o

factor 2 till 2017

\

total Disk

Tier-0 CPU

Tier-1+2 CPU

Tier-1+2 CPU (flat budget)

total Disk (flat budget)

Borut Kersevan, Richard Mount et al.

e motivation for LS1 software upgrades

= ensure Tier-0 can process 1kHz trigger rate, required to keep single lepton triggers
= optimise disk usage (see new Analysis Model)
= "soften” disk and CPU limits on Monte Carlo statistics

E{W e focus here on preparation of tracking for 40 pileup




Tracking Developments towards Run-2

e ATLAS and CMS focus on technology and
strategy to improve CURRENT algorithms

= improve software technology, including:
e simplify EDM design to be less OO (“hip” 10 years ago)
e ATLAS migrated to Eigen - faster vector+matrix algebra
(CMS was already using SMatrix)

e vectorised trigonometric functions
(CMS: VDT or ATLAS: intel math lib)

e work on CPU hot spots
(e.g. ATLAS replaced F90 by C++ for B-field service)

= tune reconstruction strateqgy (very similar in ATLAS and CMS):
e optimise iterative track finding strategy for 40 pileup
e ATLAS modified track seeding to explore 4th Pixel layer
e CMS added cluster-shape filter against out-of-time pileup

e hence, mix of SIMD and algorithm tuning

C
\

= CMS made their tracking as well thread-safe
E/RW
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CLHEP W MKL SMatrix [ Eigen

speedup
CLHEP vs
vectorised libs

matrix multiplication speedup vs CLHEP

similar results with GCC 4.7.2 and ICC [3.0.1 on an lvy Bridge




Tuning the Tracking Strateqgy

e optimal seeding strategy depends on level of plleup (ATLAS)

= fraction of seeds to give a good track candidate: RN s

N\ .‘:;» . ATLAS Upgrade
Seed-TI"ip|ets: pl|eup "PPP" "PPS" "PSS" "SSS" \

Y Insertable B-Layer
il 0 | /57%N\| 26% | 29% |/66%
il 0 [(\u7n /| e 5% | \35%

e hence start with SSS at 40 pileup !
= further increase good seed fraction using 4th hit

pileup |"PPP+1"]"PPS+I" | "PSS+1" | "SSS+1" e hit scod
0 @ 53% 52% @ confirmation
40 39% 8% | 6% 70%

e takes benefit from new Insertable B-Layer (IBL)
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e final ATLAS Run-2 seeding strategy
= significant speedup at 40 pileup (and 25 nsec)

*on local

seeding | efficiency| CPU*

machine

CE{W "Run-1" 94.0% 9.5 sec
-5 "Run-2" | 942% | 4.7 sec




RAW-> ESD Reconstruction time @ 14 TeV

Overall CPU Improvements [l

" CPU vs pileup

e result of ATLAS LS1 tracking upgrade

= compare to Run-1 behaviour shown before
= touched more than 1000 packages!
= technical and strategy improvements for 40 pileup

e ATLAS reports factor 3 in CPU time

(for tracking a factor 4) — e
= benchmark releases using tt (14 TeV, u=40): pile-up (mu)

e 17.2.7.9-32bit is the 2012 Tier-0 release

e 19.0.3.3 fully optimised for 8 TeV

e 19.1.1.1. has setup for 13 TeV @ 40 pileup
= 750 HS06/event within reach

(CPU budget for 1 kHz @ Tier-0)

Vs =14 TeV
RAW to ESD <w>=40

25 ns bunch spacing
Run 1 Geometry, no IBL
MC tt events

HS06 = 11.95

—e— Full reconstruction
—e— Inner Detector only

e CMS reports factor 2 in CPU

= on top of what was achieved 2011/12 T
= as well within 1 kHz Tier-0 budget fpowESD

Reconstruction time per event [s]

17.2.7.9, 32bit 19.0.3.3, 64bit 19.1.1.1, 64bit
CETQW Software release

\
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What is coming next ?



ATLAS
LcevatLas | dO resolution vs n

Pixel Upgrades - Performance [Ess=ts

5GeV IBL
100 GeV ATLAS
100 GeV IBL

® aim is to mitigate effects of Run-2/3 pileup

= ATLAS: IBL for 2015, CMS: new 4 layer Pixels for 2017

= both experiments add low mass Pixel layer close to beam
e improves impact parameter resolution 3 S v

= additional hit to reduce fakes and/or improve efficiency | T oy ticeney

----- ne-eoe ATLAS

® and use 4th Iayer in Seed|ng to reduce CPU E . ATLAS 10% B-layer inefficiency

IP3D+SV1

e significant improvements on b-tagging

- = at 50 pileup both experiments recover b-tagging
ATLAS performance like without pileup, or even improve upon it

Insertable B-Layer

TDR

; !
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Number of pileup interactions

CMS

N
(3]

———— Current Detector: light quark mis-tag = 1%

——@—— Upgrade Detector: light quark mis-tag = 1%

——F}—— Current Detector: light quark mis-tag = 0.1%
Upgrade Detector: light quark mis-tag = 0.1%

Average Track Fake Rate (%)
& S

Average Tracking Efficiency (%)
S

)

80 100 80 100 80 100
Average Pileup Average Pileup Average Pileup

efficiency vs pileup




Hardware based Tracking ? e

e current ATLAS trigger chain

= | evel-1: hardware based (~50 kHZz)

m | evel-2: software based with Rol access to
FTK ROBs|=HLT

data (~5 kHz) « tracking —————————————— = processing
= Event Filter: software trigger (~500 Hz) enters R
e ATLAS installs FTK during Run-2 here PR
= hardware track reconstruction for Level-2 Trigger | ,;555558&3*333++++
e associative memory (AM) chips to find patterns " FTK efficiency wrt. offline
e FPGA based track parameter estimation
e "Hit Worrier" (HW) to remove fakes - 3216

= slice installed for 2015, full coverage in 2016
e will replace software based Level-2 tracking in ATLAS

= full event track reconstruction at latency of ~ 100 us
e fast track confirmation of Level-1 triggers
e particle flow like tau tagging

e fast b-jet tagging
e pileup corrections for jets and missing ET

= excellent performance for Level-2 purposes

ATLAS Barrel (In| < 1.1)

Simulation \s =14 TeV
| — Offline Light-Flavor <U> = 60

— Offline b-Jet

—=— Re-fitted FTK Light-Flavor

—=— Re-fitted FTK b-Jet

Normalized Entries

-0.5 1.5 2
d0 [mm]

C

\ e track refit using full fitter recovers offline resolution

> impact parameter FTK+refit vs offline

. . ON_O50 )
E{W e track efficiency is 90-95% w.r.t. offline




e CMS Inner Tracker

= Strip tracker replacement b7

e several layouts under consideration S

® short strips in R, macro-pixels in z -

. . O

= |evel-1 track trigger with high prstubs )%=

e correlate 2 sensors, threshold ~ 2 GeV -GU)

e pattern in FPGA or AM chips, FPGA fit K%

= Pixels: extend n coverage to 4 (!) c
pass fail E
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e ATLAS Inner Tracker

= baseline: all silicon tracker, 14 hits

go e robust tracking @140 PU for n<2.5
‘v = Strip tracker with short strips + stereo

= = Pixels cover n<2.7 (Muons)

&5 inner Pixels replaceable, reduced pitch
. ¢ alternative layouts (“Alpine”, conical)

; Level-1 track trigger seeded by Level-0
T | © FTKinspired, . m— |
~reduced latency [ Tiloiaes | D-tagging
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Moore's law

Processor scaling trends

= Transistors

Processor Technology 2 i

* Performance
Performance/W L (free lunch)

e \Moore's law is still alive

= number of transistors doubles every 2 years

= |ots of transistors looking for something to do:
e vector registers
e out of order execution
e multiple cores
e hyper threading

= increase theoretical performance of processors
e hard to achieve this performance with HEP applications

Relative scaling

Intel Xenon Phi

e taking benefit from vector registers (SIMD)
= [ S1: Eigen and Intel math lib used in ATLAS, VDT in CMS

® m a ny—CO re p rOCESSO rS, i n Cl u d i n g G PG P U S Titan: World’s Fastest Supercomputer 2012

18,688 Tesla K20X GPUs

- e.g. NVldla TeS|a, Intel Xenon Phi i;::tsﬂ:ils Peak: 90‘.%ofPerformancefrorrTGPUs
. etaflops Sustained Perfor:Tince on Linpack

e one sees them in High Performance Computing (HPC) S R
= |ots of cores with less memory

e same for ARM or ATOM processors with small memory
ﬁE{W e need to parallelise applications (multi-threading)

N/




Iterative tracking

Massively parallel
Tracking ?

e ATLAS/CMS tracking strategy is for early rejection

= jterative tracking: avoid combinatorial overhead as much as possible !
e carly rejection requires strategic candidate processing and hit removal
= not a heavily parallel approach, itis a SEQUENTIAL approach !

e implications for making it massively parallel ?

= Armdahl’s law at work: .
Time) = Para / N + Seg

= terative tracking: small parallel part Para, heavy on sequential Seq
e hence, if we want to gain by a large N threads, we need to reduce Seq

e CMS study: run combinatorial filter in parallel for seeds

= find compromise on early rejection, but still imit combinatorial overhead
e as a result, one spends somewhat more CPU, main gain is in memory

C

= promising if one uses additional processing power that otherwise would not
E{W be usable (many core processors) or if latency is the main issue (trigger)
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ATLAS Level-2 GPU Tracking Prototype enes,

® as an example for a complete GPU-based data preparation

tracking chain on GPUs

thread O
= from raw to tracks L \
= currently many such

R&D activities in Pixel clusterization on GPU |
CMS and ATLAS leam decoding:

m input 1D array
. output SoA

® Two new algorithms for parallel execution: lections of hits
for oloadithen  faot AND) operation for symmetrical  |eader, trailer, actual
eveloped coding are done in
G PU—based traC r( fl n d | ng B. The algorithm with cluster size control: "rking on glObal OUtPUt
J. Howard

Given cluster size limit L the algorithm calculates
the L-th power of the hit adjacency matrix A
Element A“(Z, j) gives the number of walks of k @ CERN 414
length L from hit i to hit j
- local buffer Basically, if A’(i, j)#0 the two hits belongs to
the same cluster and the cluster diameter does
not exceed L

Matrix multiplication can be done very efficiently
on GPUs. In addition, this algorithm benefits
from all the matrix products being Boolean — bit-

2. Seed extension and trlplet merging

® Algorithmic workflow
inspired by SiTrack:

Loop over layers

1. GPU-based seed formation
Layer2 tile j
-
T oooopoloqoooo ,é’

local buffer

wise AND is used instead of actual multiplication

ing Week @ CERN 5/14

= significant speedup compared to

oca buffr running same chain on CPU
[ID thread block [ |3
E{W & ] = CUDA vs openCL, development
06/06/2014 ATLAS Software & Computing Week @ CERN 6/14 and maintenance COSt ?




Region-of-
Interest

Tracking Algorithms for High Pileup

e alternative tracking techniques for parallelisation ?
= CMS investigated using Hough Transforms, limited by multiple scattering

e tracking according to physics needs ?

= idea: run different tracking inside/outside Region-of-Interest
e best possible tracking for signal event or region I

e faster, approximate tracking on pileup and underlying event s recovery
(extreme: truth guided tracking on MC to avoid pattern overhead)

= experiments already started doing this in Run-1'!
. CMS Preliminar
e CMS runs tracking passes to recover efficiency for muons 92 (5-8TeV, L0491
e ATLAS runs brem. recovery for tracks pointing to EM clusters

Efficiency

5 10 15 20 25 30 35

- aﬂd for Ru n'2 N(primary vertices)

e ATLAS regional tracking for photon conversions

e both experiments are working on dedicated 5 ATLAS 15<E,<50 GeV
) o kS Preliminary
track| ng N Jet S E oo, QQ‘,..one%oeoeewnnoueo. o OQQ
s : S o eee AiAkAAARARAAR 51a *sene® 9
o future ATLAS simulation e R
. . e A A; 5 A A
- Integ rated SImUIatlon Framework (ISF) § . ;A élé Reconstruction and track quality efficiency iééé
. . . = 2011 data ¥s=7 TeV | Ldt=4.7fb"
e fast and full simulation for different parts of : e /

—4A—— 2011 MC

an event . e 2012datav‘§=8TerLdt=20.3fb"
. . . —6—— 2012MC
CEfW e matches tracking in regions

\ ) . 2 -15 -1 -05 0 05
SZA\ | e huge potential for CPU savings

electron brem. recovery Cluster 1
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Summary and Outlook

e excellent tracking performance during Run-1

= ATLAS and CMS use very similar (silicon) tracking techniques
e both experiments optimised technical performance and strategy in LS
= experiments ready to meet performance and CPU requirements for Run-2

e Pixel upgrades will further mitigate effects of pileup
= ATLAS will as well deploy FTK as hardware tracking for Level-2 Trigger

e evolution of processor technology towards many-core

= need to parallelise tracking to take benefit
= R&D on algorithms, especially on tracking on GPUs

e algorithm developments for very high pileup

= experiments introduced already specialised tracking in Regions-of-Interest
= forum to discuss algorithm developments across experiments is lacking

e proposal to organise dedicated workshop(s) in Vienna (?)

® biggest concern (as usual in software) is manpower



LHC schedule

Fix interconnects and
overcome energy limitation

* Peak luminosity Integrated lumiffosity
6.0E+34 Nerum | , - 1 3000 b
Runt | > Run2 Run3 Run
z — |
5.0E+34 | < ° o
=
— 4.0E+34 | 100 —
KL =
= S = Z
S, 3.0E+34 <p> 2 40 v s | o
= — — 10 &
B 1 c
§ lele The present CERN Mid Term Plan | E
£ . e approved by CERN Council covers | =
3 c up to 2018. Need to further E
elaborate physics capabilities; ©
experiments and machine to @
c

T ™ —

0.0E+00 ‘ =1
10 11 12 13 14 15 16 17 18

Phaée-O Year

LHC schedule approved by CERN management and LHC experiments
spokespersons and technical coordinators (December 2013)

demonstrate feasibility.
—t—r  t—+—+—r +——1 0,1

9 20 21 22 23 24N\25 26 27 28 29 30 31 32 33 34 35

C.Gemme, LHCP



Tracking Efficiency

e affects on tracking in current detector

= pileup affects physics performance if reconstruction unchanged
e adjusting track selection allows to mitigate effects

= studied extensively even pre-data taking (see plots) impact parameter offsets

---@ - - Dijet 100 GeV,>=7 Clus. ATLAS

ulation
—o—— Dijet 100 GeV,>=9 Clus., no Pix Holes

12

Jo(d )>3

e current tracker ok until ~100 pileup

= no effects on efficiencies or resolutions
= control fakes and fake impact offsets with tracking cuts

- - -& - - Dijet 500 GeV,>=7 Clus.

—~A—— Dijet 500 GeV,>=9 Clus., no Pix Holes N T

40 60 80 100
Number of Pileup Interactions

Number of Tracks with d0

stability of tracking efficiency .
— | | | - fakes vs tracks selection
---@ - - Dijet 100 GeV,>=7 Clus.

ATLAS
Simulation

——o6—— Dijet 100 GeV,>=9 Clus., no Pix Holes

Truth Particles ATLAS E 1.0<hl<1.5
A :

- - -A& - - Dijet 500 GeV,>=7 Clus. o >o7Clus. Simulation _ --&- 1 .5<|n|<2.5

—A—— Dijet 500 GeV,>=9 Clus., no Pix Holes

O >=9 Clus., no Pix Holes

impact parameter resolution

|
40 60 80 100 40 60 80 100 40 60 80 100
Number of Pileup Interactions Number of Pileup Interactions Number of Pileup Interactions

Number of Tracks and Particles



ATLAS TRT Performance at High Pileup

e TRT is designed for high occupancy

= tracking uses precision hits (leading edge)
e hit precision not much affected by pileup
e some shadowing of at very high <u>
= use trailing edge to establish validity gate against out of time pileup

e fraction of silicon tracks extended into TRT quite stable

effect of validity gate
1.3
ATLAS Preliminary

fL dt=80nb" Vs =8 TeV pp

Width of validity gate
18.75ns
—&— 21.875ns
25ns
—¥— 28.125ns
—6— 81.25ns
34.375ns
37.5ns
—— 75ns

ATLAS Preliminary 10

© o
©» =
Occupancy

1.1 500 MeV <p!*™* <100 GeV
e High-<u> pp 2012 data
1 o High-<u> pp simulation
s=8 TeV

¢+
MO
® Data 2012 ; O / ATLAS Prelimir \ary

o Simulation 0.7 TRT extensions
"/ TRT Barrel
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precision of hits vs M 0.9

TRT track extension fraction

0.8

average number of interactions per bunch crossing Total TRT occupancy




vertexing

= primary vertexing
= conversion and VO search

1

standalone TRT

= unused TRT segments

4+

ambiguity solution

= precise fit and selection
= TRT seeded tracks

4+

TRT seeded finder

= from TRT into SCT+Pixels
= combinatorial finder

;

pre-precessing

= Pixel+SCT clustering
= TRT drift circle formation
= space points formation

since 201 2:
= brem. recovery seeded

from list of selected EM
clusters

TRT segment finder

= on remaining drift circles
= uses Hough transform

Introduction: NewTracking in ATLA$"’ LA

combinatorial

# track finder

= |terative:
1. Pixel seeds
2. Pixel+SCT seeds
3. SCT seeds

= restricted to roads

= bookkeeping to avoid
duplicate candidates

\ 4

ambiguity solution
= precise least square fit
with full geometry
= selection of best silicon
tracks using:
1. hit content, holes
2. number of shared hits
3. fit quality...

)\ 4

extension into TRT

= progressive finder
= refit of track and selection



Tuning the Seeding Strateqgy

e the track finding algorithm

= find seed from combination of 3 hits

e search using hough transform

= build road along the likely trajectory

= run combinatorial Kalman Filter for a seed
e full exploration of all possible candidates
e update trajectory with hits at each layer
e take material effects into account

e iterative seeding approach (Run-1)

= seeds are worked on in an ordered list
e start with 3 Pixels, 2 Pixel+Strip, 3 Strips

= bookkeeping layer:

e hits from good candidates removed

e build next seed ONLY from left over hits
= sequential seed finding to avoid combinatorial explosion

e unlike in the animation, tracks are found for one-after-the-other

C

E{W

e hence, the ordering matters !!!

(especially sorting in pr bins)

B3
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Sguazzoni et al.,

GSI Tracking Workshop 2012

Iterative tracking
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The CMS tracking relies on iterations (steps) of the tracking procedure;
each step works on the remaining not-yet-associated hits and is optimized
with respect to the seeding topology and to the final quality cuts.

#step seed type seed subdetectors PMn [GeV/e|  do cut zo cut
0 triplet pixel 0.6 0.02cm  4.00

1 triplet pixel 0.2 0.02cm  4.00

2 pair pixel 0.6 0.015cm 0.09cm
3 triplet pixel 0.3 1.5cm 2.50

4 triplet pixel/TIB/TID/TEC 0.5-0.6 1.5cm 10.0 cm
5 pair TIB/TID/TEC 0.6 20cm  10.0cm
6 pair TOB/TEC 0.6 2.0cm 30.0 cm

lterative tracking in 2012 (CMSSW 52x) / In bold the changes with respect to 44x



ATLAS Inner Detector (S

e optimised for 24 pileup events

Barrel semiconductor tracker
Pixel detectors

pu Barrel transition radiation tracker
End—cap transition radiation tracker
" End-cap semiconductor tracker

e barrel track passes:

m ~36 TRT 4mm straws
m 4x2 Si strips on stereo
modules12cm x 80 mm,

R =514 mm 285mm thick
R = 443 mm ~ N __ = 3 pixel layers, 250mm
R =371 mm P e e Y thick

R =299 mm

R=122.5 mm
Pixels { R = 88.5 mm
R =50.5 mm

R=0mm




CMS Tracker

e largest silicon tracker ever built

= Pixels: 66M channels, 100x150 um?2 Pixel
= Si-Strip detector: ~23m3, 210m?2 of Si area,
10.7M channels

TEC Endcap

9+9 disks Pixel Detector

3 layers, 2+2 disks

TOB
Outer Barrel
6 layers

TIB
Inner Barrel

4 layers Tracker

Support

Inner Disks \ y  9~2.4m
3+3 disks - | -5.m lube
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Level-2 GPU Tracking Prototype

Summary of the results

® GPU-based code vs. 32-bit Athena (17.1.0)

Monte Carlo, tt @ 2 x 10* cm2 5!

» Complete chain on CPU

Tau 0.6x0.6
B-phys, 1.5x1.5
FullScan

GPU + clone removal on CPU
» Complete chain on GPU +

ROl size, ¢ xn: 0.6 x 0.6

)
E
°
o
~
Q
£
=
o
£
X
[5]
Q
[
=1
o
°
=

Seq Uent|a| Monte Carlo, tt @ 2x 10* cm2 s, 0.6 x 0.6 ROI
- Shared GPU + clone removal on CPU
Part on CPU —e— Complete chain on shared GPU

—eo— Dual 4-core E5620

Rol processing rate |Hz]

® x12 speed-up was obtained for the full
LVL2 ID tracking chain on large Rols

® “Client-server” architecture for GPU
0 25 45 s sharing seems to be feasible

1
GPU Sharing fest Number of parallel jobs

06/06/2014 ATLAS Software & Computing Week @ CERN 714




