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Introduction: LHC

e LHC is a high energy and high

luminosity proton-proton collider
= design centre-of-mass energy is 14 TeV and
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design luminosity is #= 1034 cm2sT
= first collider to reach energy regime of TR e e T e
high energy cosmic rays (HECR)
= expect ~23 p-p collisions at a bunch crossing
frequency of 40 MHZz (!)

Tevatron

-1

e LHC is a unique machine

= first collider to explore the physics at the TeV/ scale
= excellent sensitivity to rare (new physics) processes

!!

>

e expected production cross-sections
= |arge inclusive b, W/Z and top production rates .

e LHCis a combined b-, W/Z- and top-factory : i

= cross-section for jet and W/Z production orders of e

33 -2
events/secfor L =10 cm™s

WJs2012

magnitude larger than e.g. expected for Higgs
CE{W = total cross-section dominated by soft interactions
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Introduction: LHC Experiments
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ATLAS and Track Reconstruction

® general purpose

detector

= optimised for rich
p-p program at
design luminosities

= as well good
performance for
heavy ions

e excellent
calorimetry
e two major

tracking systems »
= Inner Detector e tracking used all across object reconstruction
= Muon Spectrometer = |eptons (e/u/1) and photons

= primary vertexing and flavour tagging

= pileup removal for jet and missing ET reconstruction
CE/RW
/)
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The early Times of LHC/ATLAS Software |

120 at LEP times

e project started during LEP era in '90s i \
= Lol and TDRs done with infrastructure of the time [0 et et

e software in FORTRAN 77, CERNLIB incl. PAW, Geant3
e general LINUX services at CERN started in 1997

e huge challenges ahead :

(0] .“ (based on 1988)

First PC services

60 A
CERN RDA47 project

Thousands of CERN Units

= | HCis a high energy and high luminosity machine 1988 1990 1992 1994 9% 1998 2000
e unprecedented trigger rates, event sizes, pileup S.Bethke, LHC Computing Review, 2001
= |ots of questions to answer... High Level-1 Trigger
e design the High Level Trigger systems ? log scale " L e High No. Channels
(can it be done in software, even re-using offline code) ‘ ?11%%([)3 gr;gtv/vs.;nh

e how to build up the software infrastructure ?

(move to C++/00, learn from BaBar and CDF/DO0 Run-2 preparation) E

e a computing infrastructure matching the needs?  E
(building "the" L.HC computing centre at CERN. wasn't an optio.n) é ik BataArdhines

e how to do high performance tracking at LHC pileup Els LF O (PetaBytes)
(and how to do this within the available computing resources) zeus‘\ J;\_L;CE

= not to forget, LHC startup was supposed to be 2005 . A1 |eao
(well, it came different after all) 10* 10° 10°
CE/RW JLEP
Event Size (byte) I I
7/ og scale




Outline of this Talk

e building up the software of the experiments

\ e ATLAS tracking software and its concepts
.

\ e early physics and experience from Run-1

\

: ""t ' Othe Higgs discovery

= the role of the offline software

‘, e preparing for Run-2

= first upgrades of the offline software

e future offline software challenges

e summary and outlook
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ROOT (rRene and Rdm 0O Technology*)

e project started 1995

- by R.Brun and F.Rademacher (hence the name) J B ~

e OO framework, having in mind the future LHC needs

e as well, provided alternative to Objectivity/DB at the time

e 1998 selected by Fermilab for Run-2 experiments
= became "the standard" for HEP and LHC data analysis

e used by Astrophysics, other sciences and fields
= core team at CERN, effort at FNAL and large community input .

e framework for interactive analysis

= Vvisualisation, math libraries, I/0

e LHC data is based on ROOT persistency
= distribution includes suite of other tools
e xrootd, TMVA, RooFit/RooStats, ...
= total about 1.7 million lines of code

e OpenHUB "estimated cost" is 27 MS$

https://www.openhub.net/p/ROOT/estimated cost

Maximal mixing

*http://ph—news.web.cern.ch/content/interview—rené—brun

N

Events / 3 GeV


https://www.openhub.net/p/ROOT/estimated_cost
http://ph-news.web.cern.ch/content/interview-ren%C3%A9-brun

Geant 4

o
w

® Geant4 Collaboration started in 1999

= successor of Geant series toolkits developed at CERN
e carly studies at KEK and CERN resulted in RD44
e OO simulation of passage of particles through matter
= today effort at many large laboratories:
CERN, FNAL, SLAC, KEK, ESA/ESTEC, ...
= detector simulation for CMS, LHCb, ATLAS, (ALICE), ...
= used by nuclear, accelerator and medical physics,
as well as space science
= about 2.1 million lines of code
e OpenHUB "estimated cost" is 33 M$

https://www.openhub.net/p/geant4/estimated cost

e equally important: event generators

= Alpgen, Jimmy, Pythia6/8, Tauola(++), Sherpa, HepMC,
Herwig(++), Photos, etc.
= C++ and Fortran, about 1.4 million lines of code



https://www.openhub.net/p/geant4/estimated_cost

Software of Experiments

committing to CVS CMSSW
during each month

Total over entire
time period:

e all developed their own OO frameworks

CMSSW - 384

= ORCA (CMS), AliRoot based on ROOT (Alice), GAUDI (LHCb) ORCA to
= ATLAS added its layer to GAUDI and called it ATHENA CMSSW migration.

e CMS started 2005 CMSSW to replace ORCA

= pbased on experience from FERMILAB experiments
e huge effort, took >3 years PEimer et al.

= today a full CMSSW release has 7.5 million lines of code
A ks " Applications
e OpenHUB "estimated cost" is 125 MS
https://www.openhub.net/p/cms-sw-cmssw/estimated cost
e framework itself is only a fraction of this Desc.
Experiment Framework
e software stacks of the experlmeV
. . . . Slmula’aon Database Analysas
= applications implemented in framework
e detector simulation, trigger, reconstrucny'
= based on common software toolkits

e development organised within LCG Application Area

CE/RW (Pool, Cool, Coral, Geant4, Root, ...) non-HEP specific
\\_/ software packages



https://www.openhub.net/p/cms-sw-cmssw/estimated_cost

Building the Offline Reconstruction

ATLAS
. . . tracking x
e migration to C++ based reconstruction base classes | | 1 __
= existing FORTRAN algorithmic code often state of the art
e new ideas from LEP experience, later BaBar and CDF/DO ——— onl

aaaaaaaaa Track

= |ot of work (too much) went into OO design
e "hip" at the time, today we have to back off again (see later)

lllllll

e new ideas to meet the LHC challenges

= driver for innovation, lots of examples:
e Deterministic Annealing Filters (Com.Phys.Com. 120 (1999) p.197)

~ tracking in ATLAS TRT at high pileup f !

o STEP (J.Instr. 4 (2009) p.04001) ~ Runge-Kutta field integration 2 DAF tracking with
for ATLAS+CMS muon tracking g °0% noise |evel

o JetFitter (J.phys.ConfSer. 119 (2008) 032032) ~ hovel secondary < R
vertexing in jets for b-tagging 757 Behadion

e Fastlet (hep-ph/0512210) ~ fast jet finding wis”  |etFitter

e Particle Flow (hep-ex/0810.3686) ~ reconstruction in CMS algorithm

= |ater significant influx from CDF/D0, example:

B-flight axis

o Jet-Vertex-Fraction (hep-ex/0612040) ~ pileup suppression
D)

N/

«Deviation AL = 40 pm.

G.Pacquadio
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ATLAS Tracking Software
and its Concepts
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ATLAS Inner Detector [RE

e optimised for 24 pileup events

\ \{ Barrel semiconductor tracker
Pixel detectors

Al Barrel fransition radiation tracker
End—cap fransition radiation tracker

' End-cap semiconductor tracker

e barrel track passes:
= 3 Pixel layers 250 mm thick
R m 4x2 Sistrips on stereo

| “\ﬂ‘} A modules12 cm x 80 mm,
: -'l!_'l iy STk

/i

R =443 mm L B 285 mm thick
T - = ~36 TRT 4 mm straws

R=371mm

R =299 mm

R=122.5 mm
Pixels { R =88.5 mm
R =50.5 mm

R=0mm




Electron Identification in the ATLAS TRT

= e/m separation via transition radiation: polymer (PP) fibers/foils interleaved with drift tubes

o
(4

transition radiation

High-threshold probability

= eclectrons radiate — higher signal
e PID info by counting high-threshold

hits component precisely
cw
\

N/

Vs=7 TeV ATLAS Preliminary
Data 2011
1.304<lInl<1.752

Data, e* from Z °
Data, e* from J/y PR
Simulation, e* from Z " 80
Simulation, e* from J/yp A ag¥s 688
Data, u* from Z ™ o g°

v Data, u* from J/yp Doa
gAY

Simulation, u* from Z N
Simulation, u* from J/y 1
,AVA
A
‘ r‘ﬁ
x5
b y-factor

10° 10° 10* 10°

10 102 10 102

Muon momentum [GeV] Electron momentum [GeV]

TRTPD .-

radiator

P!

e ATLASIn n .e_Ar"Tll‘.’a-cking ASystanq P

ATEMALAAASRARAANAN



ATLAS Muon Spectrometer

muon trajectories

M DT "
®Ad huge System .| station

= 4 different technologies
(MDT,CSC,RPC,TGC)
= |arge area (10.000 m?)
= many channels (1 M)
e toroid field configuration
= |arge magnetic field variations in toroid
T A = field 4 Tesla near coils

e optical alignment system

barrel

Resistive plate chambers

.

Sy - = ¥
e TSI

Inner detector

N
endcaps




Tracking Software Concepts

Trigger

e developing the tracking for LHC detectors

= how to do high performance tracking at LHC pileup ?
e and how to do this within the available resources ?
e keeping in mind trigger and offline use-cases

= reflected in high level software design
e detector independent "Common Tracking" layer
e detector specific layers building on it
= base classes, interfaces, mathematical tools all
in common tracking layer
e e.g. event data model, extrapolation, fitters...

Offline

e informal collaboration by CMS and ATLAS

= R&D on ﬁtting techniques (e.g. Deterministic Annealing Filters)
= R&D on novel tracking geometries with embedded navigation (see later)
= R&D on modern Runge-Kutta field integration techniques

( Runge-Kutta-Nystrom with continuous energy loss and multiple scattering (STEP), J. Instr. 4 (2009) p.04001 )
/wl = |ater series of LHC alignment workshops across all 4 experiments




The Extrapolation Package

e parameter transport engine

used in tracking software

= central tool for pattern recognition,
track fitting, etc.

= parameter transport from surface to
surface, including covariance track ‘? parameters

= encapsulates the track model, with uncertainty
geometry and material corrections

Extrapolation Package

parameters + covariance
N
navigator

geometry
propagator
)/

® main components

= modern Runge-Kutta propagators
= navigation system (see below)

= B-field map with caching

= geometry model (see below)

= material effects corrections

‘-------------‘
- _E E E E E E = HE HE HE =E =E B B B =5 = = = =N = =H = = =

material
effects
new parameters + covariance
CERNANY L s ’
~7 A.Salzburger




Full and Fast (Tracking) Geometries

e complex G4 geometries not

optimal for reconstruction

= simplified tracking geometries
= material surfaces, field volumes

e reduced number of volumes

= blending details of material onto

simple surfaces/volumes

= surfaces with 2D material density
maps, templates per Si sensor...

G4 tracking

ALICE 43 M same *!

ATLAS 48 M 10.2K *2

CMS 2.7 M 3.8K *2
LHCb 18.5 M 30

CERN
\ *I ALICE uses full geometry (TGeo)

Nl *2plus a surface per Si sensor

Markus Elsing

fast tracking
geometry

————

ATLAS Geant4
geometry



Teddy Todorov (1966-2014), et al.

Embedded Geometry Navigation Scheme

e embedded navigation scheme in vigatio

tracking geometries

= G4 navigation uses voxelisation as generic
navigation mechanism
= embedded navigation for simplified models
e used in pattern recognition, extrapolation,
track fitting and fast simulation

Volume
B

e example: ATLAS -

= developed geometry of connected volumes E
= boundary surfaces connect neighbouring !
volumes to predict next step I

- G4 tracking | ratio
d | 3 g TEEEEEEEES B
crossed volumes ’ ’
in tracker 474 95 3 / A Volume

- ' ' C
74 4

Surface AC

time in
SI2K sec 19.1 2.3 8.4 ' %

1 A.Salzburger
(iE/R'_“V (neutral geantinos, no field lookups)




Fast Track Simulation (Fatras)

e B-field map
= add stack to keep track of all
particles produced and stack

add secondaries produced :
< physics

A.Salzburger
e convenient to construct E 5' Extrapolation Package
fast track simulation 5 : SHIEE E
= re-use extrapolation package to loop '
propagate each particle: : over ¥

e transport engine with navigation ! particles 5. Eranspore 8 geometry EE

e geometry model ‘ senc @ EE

manager
= add set of physics processes e e e
describing interaction of particles
with matter

SRR - PR

ATLAS Preliminary Simulation

G4 fast sim. PIonS o GV FATRAS

-+ p.=5 GeV Geant4
-2 p1=20 GeV FATRAS
= pI=20 GeV Geant4

. - p1=50 GeV FATRAS
C PU tine I 990 7.4 -e-p;=50 GeV Geant4 ‘& p,=50 GeV FATRAS

-e- p,=50 GeV Geant4

Cw o I pion efficiency

N/

| processes | )) )




vertexing

= primary vertexing
= conversion and VO search

1

standalone TRT

= unused TRT segments

4+

ambiguity solution
= precise fit and selection
= TRT seeded tracks

4+

TRT seeded finder

= from TRT into SCT+Pixels
= combinatorial finder

pre-precessing

= Pixel+SCT clustering
= TRT drift circle formation
= space points formation

N
R § )
A\ 3
NN
~~ |
N
N
]
N
~ \

since 262

= brem. recovery seeded
from list of selected EM

Strategy of NewTracking in ATLAS

combinatorial
track finder

= jterative:
1. Pixel seeds
2. Pixel+SCT seeds
3. SCT seeds

= restricted to roads

= bookkeeping to avoid
duplicate candidates

vz
I// 7
% II
“
= <
:
-
—
=
3
<

ambiguity solution
= precise least square fit
with full geometry

;

TRT segment finder

= on remaining drift circles
= uses Hough transform

= selection of best silicon
tracks using:
1. hit content, holes
2. number of shared hits
3. fit quality...

) 4

extension into TRT

= progressive finder
m refit of track and selection



Iterative Seeding Strategy

e the track finding algorithm

= find seed from combination of 3 hits
e search using hough transform

= build road along the likely trajectory

= run combinatorial Kalman Filter for a seed
e full exploration of all possible candidates
e update trajectory with hits at each layer
e take material effects into account

e iterative seeding approach (Run-1)

= seeds are worked on in an ordered list

e start with 3 Pixels, 2 Pixel+Strip, 3 Strips
= bookkeeping layer:

e hits from good candidates removed

e build next seed ONLY from left over hits
= sequential seed finding to avoid combinatorial explosion (see later w.r.t. parallel tracking)

¢ unlike in the animation, tracks are found for one-after-the-other

e hence, the ordering matters !!l  (especially sorting in pr bins)

Cw
\




Tracking Efficiency

Expected Performance o
e excellent preparation before startup > Ecrons

= more than 10 years of simulation and test beam
= cosmics data taking in 2008 and 2009

n
n

B Services
O TRT
BEscT

B Pixel
[CJBeam-pipe

N

e detailed simulation studies

= document expected performance in TDRs
= few of the known critical items:

e material effects limit efficiency and resolution at low pt

e good (local) alignment for b-tagging

e momentum scale and alignment “weak modes”
= focus for commissioning of tracking and vertexing

—_
(&)}

Radiation length (XO)

—_

ep =1 GeV
ApT=5GeV
lpT=1OOGeV

---@ -- Dijet 100 GeV,>=7 Clus.

—o6—— Dijet 100 GeV,>=9 Clus., no Pix Holes

performance with
event pileup

- - -& - - Dijet 500 GeV,>=7 Clus.

—A—— Dijet 500 GeV,>=9 Clus., no Pix Holes

Tracking Efficiency

ERN ' 20 60 80 100
\ . . Number of Pileup Interactions dO resolution
efficiency vs pileup




Weighing Detectors during Construction

e huge effort in experiments

= put each individual detector part on
balance and compare with model

= CMS and ATLAS measured weight of their
tracker and its components

= correct the geometry implementation in
simulation and reconstruction

C MS estimated from : : T =
simulation ne g K 4
measurements 3 :
5 example: ATLAS TRT
active Pixels 2598 ¢ 1555 |2 P
B measured before and
full detector 6350 kg 6173kg |~ after insertion of the SCT
AT L AS estimated from iulati
measurements simulation evolution of Xpin tracker
Pixel package 201 kg 197 kg Date P17 sl\iso )17
1994 (Technical Proposals 0.70 0.15 0.60
SCT detector 672 * I 5 kg 672 kg 1997 iTechnical De:ijon R(iports) 1.50 0.25 0.85
TRT detectOI" 296| i|4 I<g 2962 I(g 2006 (End of construction) 1.35 0.35 1.50




\

o S -*%‘ ‘
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k"‘ti‘a..s\ “'h " i
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Candidate
Collision Event

’ %EXPERIMENT
2009-11-23, 14:22 CET
Run 140541, Event 171897

hitp://atias web. cem cVAas/public/EVTDISPLAY /events Mmi

900 GeV

event displays of first collisions in 2009
Markus Elsing 25




SCT hits in data and MC in first runs

ATLAS

\s=7TeV
n,=21Inl<25
100 < p, < 500 MeV

I:lMC ND

—- Data 2010

First Data to Physics Results

Number of SCT hits per track

® a success story all along...

= detector, DAQ and trigger worked !
= excellent quality of first data
e fast convergence of calibration and
alignment procedures
e much smoother than many expected
= striking level of modelling by simulation
e thanks to careful preparation work,
e.g. excellent model of tracker material
¢ helped a lot the fast production of
physics results

ATLAS Ns =7 TeV
« Data2010  fLdt~19 nb™
MC

e,
w

Jo ™ %N
Ny P

g
l material studies

150 200 250 300

Radius [mm]

Numbt ¢ of Vertices/Event / mm

ATLAS Online Luminosity \s=7Tev 2 55 TeV mass
[] LHC Delivered di-jet event
[ ] ATLAS Recorded (©)

Total Delivered: 357 nb™
Total Recorded: 338 nb™

e with luminosity increasing

over the year 2010

= quality of data approaching design
levels with series of reprocessings
= "re-discovered" the standard model

L EXPERIMENT

oooooooooooooo

Total Integrated Luminosity [nb™]

-Gianotti, ICHEP 2010

|

particles one-by-one
?E{W

0
30/03 27/04 25/05 22/06 20/07
~7 Day in 2010




Run 1 Tracking Performance

e in the first year we achieve excellent

control on alignment
= |ocal alignment, e.g. TRT wire plane offsets or Pixel bow

—
o
o
o

TRT end-cap A

Before wire alignment schematics of

Pixel module bow

©
[$2]
o

©
o
o

€
E
%)
3
©
3]
o

apparent twist between
TRT 4-plane wheels 1

ATLAS Preliminary R

0 5 10 15 20 25 30 35 40 _05:|:08 mrad

End-cap 4-plane wheel

® Spring 2011 alignment ATLAS Preliminary evidence for

o Summer 2011 alignment Data 2011. \s = 7 TeV
Z - MC ata M1, \Ns=17le weak mode
_[ Ldt=070fb"

Positive muon ¢

1 —0.124+0.08 m!

Hits on tracks / 2um

9
O
=
=
O
=
S
©
a

ATLAS Preliminary

u=0 um

FWHM/2.35=5 um Pixel barrel

Track p,>25 GeV

O Data 2012
u=0 um
FWHM/2.35=8 um

Pixel residuals

0.1
Local x residual [mm]

0.4—ATLAS Ppreliminary ez s method
~_*E/P method

ATLAS Preliminary —— Data 2012
Vs =8 TeV —— Uncorrected MC

Zoup
resolution

leading muon n



T T T T T T T
ATLAS Simulation
M

‘»
P
™

:
-
]

pion efficiency (MC)
—— MC ND

Run 1 Tracking Performance

¢

Nen22,p_>100 MeV, |n | < 2.5

TR

e tracking efficiency difficult to measure for

hadrons
= efficiency for entirely limited by material interactions ° p_ [GeV]

® muons are almost ideal MIPs

= 7, J/Y and Y decays allow us to accurately measure the
tracking efficiency
= measured efficiency >99.5% for all Run-1 conditions o7f-01<hi<2 D Tracke

\s=7TeV
IIIIIII 1

Efficiency

muon efficiency

-—
o
o
)

e excellent b-tagging performance
= working point: 70% b-efficiency for light rejection >100

o
©
©
3

Data /MC

b-tagging efficiency
L L I L L L L L LI
ATLAS Preliminary tt simulation, \E:S TeV

jet jet
p. > 20 GeV,In 1<25

b-tagging calibration

I T T T T T T ‘ T ]
| ATLAS Preliminary [Ldt=20.31fb"]
i s=8TeV |

—_
N
—
TTTTT

0 H\\l\\\\‘\\\\‘\\\\?\j |

Efficiency
Efficiency

—
—

—

muon efficiency

P
@

ATLAS
p,>10 GeV ID Tracks

Vs =8 TeV

—
T T 7T

—e— b jets
—— C jets
—=— light-flavour jets

L=20.3fb"

b-jet efficiency scale factor

o
\(o\ T

. T [ ]t PDF (tot. error) MV1,§ =70% |
-O[" @ {{ PDF (stat. error) B

— —

TTTT
r, O

Data / MC

oo v s b v b by by ey by oy | fl L L L L L Lo L L
200 300 400 500 600 700 t 800 20 30 40 10? 2x10?
e

p. [GeV] Jet p_[GeV]
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?\ The Higgs Discovery:

Ie

Offline Software

5y " the Role of the
/
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Local p-value

Situationin 2011

\s=7TeV,L=46-49fb" -

-3 v
1075 CMS observed
---- CMS expected

104 - —— ATLAS observed LHC nggs
---- ATLAS ted
| oz . Searches 201 |

Y Y I

e Higgs searches in 2011 data

= both experiments saw "hints" for a light Higgs |
e about ~30 each, ignoring “look elsewhere effect” | o o5t e oS
e indications as well in TEVATRON data
= [ow mass region at LHC
e many decay modes accessible (y,zzww,tbb)
e yy and ZZ yield excellent mass resolution (~1%)
= detector performance crucial to all analyses (!)

M.E., for illustration

\

e rapid increase in luminosity

= pileup approaching design levels in 2011
e mainly because of 50 ns operation
e expectation was to exceed design level in 2012
= concerns about pileup robustness and
performance of object reconstruction
e experiments did intensive software development
in preparation for 2012 data taking

\s=7TeV Vs=7TeV Vs=8TeV
ATLAS
Online Luminosity

LHC design

Peak interactions per crossing

CERN
\ Month in 2010 Month in 2011 Month in 2012

N/




CPU Time in QCD events

NN
o

©O Baseline

©O Fall 11 campaign CMS

w
-

Updates to Tracking

CPU vs pileup

-
o

3
@
S
.
=
>
o 20
L
0]
Q
0]
£
=

e CPU scales non-linear with pileup
= combinatorial explosion

LD 15 22.5
e CMS ~50% in tracking Number of PU interactions
(e/y dominated by special tracking too)

e ATLAS ~70% in tracking € ool ATLAS Preliminary
= e.g. CMS gained factor 2-3 in CPU . T

e optimisation of pattern for 30 pileup S ool 7 Suaten Dot ggég

o a.s vyell tecl.mi.cal .optimisat.ion (memory) —4— Simulaton, Robustggﬁ%gﬁﬁg

e similar optimisation done in ATLAS aﬁ@ﬁﬁﬁmks - data | MC

with different cuts

20 25 30 35
Number of Vertices

e pileup robustness and perform%

= improve track selections to control fakes
= more robust tracking cuts for object reconstruction
e e.g., tracking for conversions in ATLAS optimised

to improve pileup stability (H—=yy) \

ATLAS Preliminary

o Converted photons Data 2012, \s = 8 TeV
—— Single track converspns det: 3315
—— Double track conversions

Fraction of photon candidates

o p e p A A A A A== A== A=—A——A——A==A—A=—A——A——A——A—A="A"=A=

e el S e S SR S S S S S8 SEE S S SR A

. conversions rates vs pileup
CERN
\ 15 20 25 30 35

N/, Average interactions per bunch crossing




Updates to Vertexing and Jet/MET

® primary vertexing
= more robust selections and algorithm updates

= still visible effects of vertex merging at high u
= > pr based vertex tagging less and less optimal (see MC)

ATLAS Preliminary

® 25ns

A
(7]
()
Re}
o
>
©
o)
Q0
€
>
=z
\Y

vertexing in 8 TeV,
25/50 nsec runs

e tracking as a tool for pileup control

= combining calorimeter and tracking information Number of interactions per bunch crossing
o CMS jets, Fr and T based on Particle Flow
e ATLAS used vertexing for pileup jet tagging (JVF and variants of it)

= such techniques will be even more important in the future

: JVF[jet2, PV1]= 0
HCAL : JVF[jet2, PV2] =1
— Clusters o y jet2
CMS Simulation, s = 8TeV /

imi [ JVF[jet1, PV1]=1-f

ATLAS Preliminary N T

ECAL ! e Before pile-up correction \\'P
H = Pile-up correction STVF - z
ml <2.5 Jet P> 25 Clusjers ? _ + Pile-up suppression Extrapolated Jet Area < e i
Tracks Y v Pile-up suppression Extrapolated Jet Area Filtered
PF MC Jets H A Pile-up suppression Jet Area Filtered

PF PU Jets Z— uu

All/Real Jet Rate

Data 2012 f Ldt=20 fb"
—e— PF MC Jets +Id 's=8TeV
Vs=8Te
—e— PF PU Jets + Id 0 jets p,>20 GeV o *
o
. -
et

R T T - Particle Flow

vertexing assisted

missing Et

for pileup jet
rejection




Tracking with Electron Brem. Recovery

/
_—

e strategy for brem. recovery

= restrict recovery to regions pointing to

electromagnetic clusters (Rol) . .
: Conversion point

= pattern: allow for large energy loss in \
combinatorial Kalman filter
e adjust noise term for electrons

= global-x2 fitter allows for brem. point

= adapt ambiguity processing (etc.) to ensure
e.g. b-tagging is not affected

= use full fledged Gaussian-Sum Filter in electron
identification code

Brem point

Electron tracks
Electron track

electron brem recovery

ATLAS 15<E <50 GeV
Preliminary

QQ. .“.. ‘.OOO‘C.OQ.C...‘...O“ °
L)
®ege AAAAAAAAAAA;ALLAAALAAQ;AI
;Al Aié

e deployed before 2012

= improvements especially at low pr (< 15 GeV)

¢ limiting factor for H—=ZZ*—4e
= significant efficiency gain for Higgs discovery
e similar techniques used in CMS

Reconstruction Efficiency

Reconstruction and track quality efficiency

4 2011data ys=7TeV f Ldt=47fb"

—A— 2011 MC
e 2012datafs=8TeV f Ldt=203fb"

—-6—— 2012MC

ATLAS-CONF-2013-1287

C\w Cluster n

N/




CERN Seminar July 4th, 2012: the Higgs

ATLAS Preliminary {s =7 TeV (2011), [Ldt=4.810"

s =8TeV (2012), [Ldt=591"

] We present updated results on SM Higgs searches based on the data recorded
T\ in 2011 at /s=7 TeV (~4.9 fb!) and 2012 at /s=8 TeV (~5.9 fb1)

‘"\ \ /
EPS July 2011 - ’
— Observed
---- Expected

: Results are preliminary:
...... S g S Q 2012 data recorded until 2 weeks ago

N 4Jduly2012 -

o O new, improved analyses deployed for th
o e P Lo Ly g 0 3
110 115 120 125,130 135 140 1454450

arger event pile-up
e first time

FGianotti, ICHEP 2012

7 [GeV] H - vy and H-> 4l: high-sensitivity at low-m,; high mass-resolution; pile-up robust
0 analyses improved to increase sensitivity > new results from 2011 data

O all the data recorded so far in 2012 have been analyzed
- results are presented here for the first time

e fantastic success (!!

= software and computing
had its shareinit...

= full chain worked excellent:
e from detector + trigger to
e prompt calibration,

e Tier-0 reconstruction,
ATLAS: Status of SM Higgs searches, 4/7/2 ? N

Other low-mass channels: H> WW®-> Ivlv, H> 11, W/ZH> W/Z bb:

QO E{Mss in final state > less robust to pile-up

O worse mass resolution, no signal "peak” in some cases

O complex mixture of backgrou

- understanding of the detect
advanced, but results not ye

- 2011 results used here for t!

e GRID distribution and '
e fast distributed analysis ! ',

c:zfﬂ/
\

N/
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Preparing for Run-2:
First Upgrades of the
Offline Software

Markus Elsing
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Run-2 has already started !

o | HC beam is back!

= machine ready for 13 TeV operations

ratio of parton luminosities
13 TeV /8 TeV

e Run-2 until 2018
m expect Lint ~ 120 b7 with Lpeak ~ 1.7%¥1034cm2s"T
e need to be prepared for event pileup of 40
= about factor > ~2 in interesting cross sections
e expect twice trigger rates for same thresholds

——qg interesting early
----¥qq physics prospects
o qg

expect twice the
trigger rates

e substantial discovery potential for

MSTW2008NLO

J. Stirling, private communication
luminosity ratio

high-mass objects running at 13 TeV =
= already with 1 fb-7 and m(system) > ~2 TeV Minimu bis . .
) Z() & Ccross section ratios
= across all searches for ~ 10 fb’ o | 13 TaV / 8 TeV
e continue to explore the rich LHC "]
physics program oo |
(i@ = Higgs, top, Standard Model, b-physics, ... ;‘g :sz _
<- QBH (6 TeV




/4 ATLAS IBL was installed 2014

Pixel Upgrades for Run-2

® aim is to mitigate effects of Run-2/3 pileup

= ATLAS: IBL ready 2015, CMS: new 4 layer Pixels for 2017

= both experiments add low mass Pixel layer close to beam
e improves impact parameter resolution

= additional hit to reduce fakes and/or improve efficiency
e and use 4th layer in seeding to reduce CPU

e significant improvements on b-tagging

= at 50 pileup both experiments recover b-tagging
performance like without pileup, or even improve upon it

ATLAS
b-tagging vs pileup

)

-
[=]
o

ATLAS

1 GeV ATLAS . : e IBL10% B-layer inefficiency
e 1GeVIBL dO resolution vs N : ATLAS
o 5GeV ATLAS ——— ATLAS 10% B-layer inefficiency
A  5GeVIBL A
100 GeV ATLAS IP3D+SV1
100 GeV IBL

o ©
o O

o(dp) [mm]

B-tagging Efficiency (%
w S a [*2] ~
o o - o IO

N
o

b-tagging vs pileup gy

. . . 00 20 40 80 100
Number of pileup interactions Average Pileup

e
o

25 50




Computing Constraints for Run-2

e unlike Run-1, computing resources will be limited !

= assumption is a constant computing budget
= interplay of technology advancement, market price and needed replacements

ATLAS Tier-0 CPU ATLAS TAPE

factor 2.5 till 2017 ATLAS DISK factor 3 till 2017
ATLAS CPU factor 2 till 2017

factor 2.3 till 2017

i el E=S

—

Run-2
Run-2

| Run—2 A total Tape "~

total Disk total Tape (flat budget)

Tier-0 CPU

Tier-0 CPU (flat budget)

2012 2013 2014 2015 2016 2017 Tier-1+2 CPU total Disk (flat budget) 2013 2014 2015 2016 2017

Tier-1+2 CPU (flat budget) 2012 2013 2014 2015 2016

B.Kersevan et al.

2012 2013 2014 2015 2016 2017

ATLAS Simulation, 14 Te
— WH
—— SUSY-direct-gaugino

e motivation for LS1 software upgrades

= ensure that Tier-0 can process 1 kHz trigger rate
- optimise disk USage (e.g. ATLAS new Analysis Model)

e biggest problem will be disk!

— it

Acceptance fraction

physics
acceptance vs
trigger pr-cut

O
or"
_= L n
R
L oo,
o <

>SN cn
f =

cﬁw e
\ 30 40 50 60 70 80 90 100

true muon P, [GeV/c]




ATLAS New Analysis Model for Run-2

® several issues with Run-1 model

= analysis ntuples duplicate AOD (disk!)
= production of ntuples costly (time )
= analysers develop in ROOT (compatibility !)

Athena-based analysis

e "small" revolution for ATLAS =
= new format (xAoD) readable in ROOT I R°°Tbaseda"a'v
e branch-wise reading at ROOT speed s
e object decoration with user data ¢ — S
= centrally produce skims for analysers ATLAS Analysis Model
e train production model for Run-2
e smart slimming of xAOD objects
= analysis tools transparently usable in ROOT and ATHENA

e ROOT based and ATHENA based analysis software releases

Athena-based analysis

e changes for other experiments are less extreme

= similar pressure to reduce resource needs
CE/RW
\

N/




Tracking Developments towards Run-2

e ATLAS and CMS focus on technology and

strategy to improve CURRENT algorithms sctioved specd-up
with respect to
= improve software technology, including: CLHEP in 5x5 matrix

multiplication testbed

e simplify EDM design to be less OO (“hip” 10 years ago)
e ATLAS migrated to Eigen - faster vector+matrix algebra
(CMS was already using SMatrix)

e vectorised trigonometric functions
(CMS: VDT or ATLAS: intel math lib)
e work on CPU hot spots

(e.g. ATLAS replaced F90 by C++ for B-field service)
= tune reconstruction strateqgy (very similar in ATLAS and CMS):

e optimise iterative track finding strategy for 40 pileup
e ATLAS modified track seeding to explore 4th Pixel layer
e CMS added cluster-shape filter against out-of-time pileup

e hence, mix of SIMD and algorithm tuning

= CMS made their tracking as well thread-safe




Tuning the Tracking Strateqgy

e optimal seeding strategy depends on level of plleup (ATLAS)

= fraction of seeds to give a good track candidate: RN - —
9 9 | M\ “ f:. ATLAS upgrade
seed-triplets: pl|eup "PPP" "PPSH "PSS" "SSS" " 'I X f ' Inef'able B- ‘

P = Pixel 0) 57% \| 26% 29% @ A

> = Strips IR 17% 6% 5% | \35%/

e hence start with SSS at 40 pileup !
= further increase good seed fraction using 4th hit

vileup | "PPP+1" | "PPS+1" | "PSS+1" | "SSS+1"
0 |/79%\| 53% | 52% |/B86%
40 399 8% 16% | \70

e takes benefit from new Insertable B-Layer (IBL)

ox

oL

4th hit seed
confirmation

e final ATLAS Run-2 seeding strateqgy
= significant speedup at 40 pileup (and 25 ns)

*on local

seeding | efficiency| CPU*

machine

CE/RW "Run-1" 94.0% 9.5 sec
-5 "Run-2" | 942% | 4.7 sec




CPU time vs release

ATLAS Simulation Preliminary
RDO to ESD

Vs =14 TeV
<u>=40

25 ns bunch spacing
Run 1 Geometry

pp — ft

HS06 = 13.08

—e— Full reconstruction
—e— Inner Detector only

CPU for Reconstruction

e sum of tracking and general software

Improvements

= improved software technology, including:
e tracking related improvements
e new 64 bit compilers, new tcmalloc
= tune reconstruction strategy (very similar in ATLAS and CMS)
e optimise track finding strategy for 40 pileup
e faster versions of things like FastJet, ...
e addressing other CPU hot spots in reconstruction

Resource request
250 HS06/13.6

Reconstruction time per event [s]

17.2, 32bit 19.0, 64bit 19.1, 64bit 20.1, 64bit
Software release
total CPU time vs pileup

ATLAS Preliminary (Data 2012)

Software release
== 17.2.7.9
19.0.3.3
- 19.1.1.1 Run-1

20.1.4.3

Full reconstruction time per event [s]

¢ huge gains achieved ! ° = @

Average number of interactions per bunch crossing ( u )
= ATLAS reports overall factor > 4 in CPU time
e touched >1000 packages for factor 5 in tracking

CMS Simulation, ¥s = 13 TeV, tt + PU, BX=25ns

—=— Track Reco Current

= CMS reports overall factor > 2 in CPU time | Track Reco Run
e on top of their 2011/12 improvements tracking CPU time
¢ as well dominated by tracking improvements vs release
= both experiments within 1 kHz Tier-0 budget R
e required to keep single lepton triggers »
CE{W
\\_/




—— NN clustering

—

NN with track information

Trac kl n g I n d e n Se JetS éo.s é:i_:ieiimulation
N 0.6
2 working
) g 04 point
e problem of cluster merging 2 oaff splitting factions
= merging when track separation reaches single Pixel size [ L ]
= during track reconstruction shared clusters are Fraction of splft T-partele olusters

penalised to reduce fakes and duplicate tracks residual before and after splitting

o

ATLAS Simulation CCA Clustering
\'s=7 TeV —— NN Clustering

o
o
a

Arbitrary Units

e artificial neural network (NN)

= identify merged clusters and splitting them
= during Run-I these were duplicated
e though with different cluster positions
= performance in these environments was known to be Qg Loiglxreslﬁon %0
suboptimal |

4-pixel wide clusters

ATLAS \s=7 TeV

%o.ss
° ° I .
e crucial in many areas: ety
- : - 2 e G, COA Chteng.
= b-tagging (especially at high momenta) A Skl
. . . . o E Lo shared b-layer clusters
= jet calibration and particle flow g O g
. . . %0.0S ’"’!'!n:.
= 3-prong T identification i 12
g
Cﬁw merged * % 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
\ Pixel clusters - AR(track, jey
N/




ATLAS Preliminary = TIDE
Simulation, Ys=13 TeV, Z'(3 TeV) A Baseline

b-layer hits on track
vs distance from jet

Run-2 Tracking in dense Jets

<Innermost Layer Clusters>

.l':::H*IMtHHEm!ﬂ*HIltiﬂh- $;

.A.A
A

e new strategy delays NN cluster splitting

= pattern runs with merged clusters to find all candidates s Rk
= split clusters in ambiguity solution using tracks

e more information used to improve splitting performance
= improve logic to allow sharing (un-"splitable") clusters

ATLAS Preliminary

Simulation, T—=v 3mr*
< 2 Shared SCT Clusters
No Secondaries

e significant improvement at high-pr
= tau 3-prong inefficiency halved of - Baseine
= b-tagging efficiency doubled

t Algorithmic Efficiency

_+_
tau 3-prong efficiency

(CMS uses new splitting in clustering for Run-2) - 200 400 600 800 1000
T P, [GeV]

ATLAS Preliminary = TIDE
Simulation, Vys=13 TeV, Z'(3 TeV) A Baseline

ATLAS Preliminary = TIDE
Simulation, Vs=13 TeV, Z'(3 TeV) 4+ Baseline
IP3D

ATLAS Preliminary ® TIDE
Simulation, Vs=13 TeV, Z'(3 TeV) ¢ Baseline
IP3D

b-tagging efficiency

B-Jet Efficiency
Light-Jet Rejection
Light-Jet Rejection

light jet efficiency efficiency vs rejection

600 800 1000 1200 1400 600 800 1000 1200 1400 . . . 0.6 0.7 0.8 0.9 1
Truth Jet P, [GeV] Truth Jet P, [GeV] B-Jet Efficiency
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ATLAS HL-LHC event in new tracker

etector Upgrades

Markus Elsing 46




— g*e” : ILC-500, ILC-1TeV, CLIC-3TeV

s pp : HL-LHC, HE-LHC, SHE-LHC

LHC Upgrade Physics Goals

e Higgs couplings and properties
= few % on couplings possible with 3000(350) pb!

= new channels opening up (e.g. H—=uu)
= measure ttH and 30% on Higgs self coupling Stop

)
X
N
c
0
K7
)
()
L.
a
o)
£
o
>
0
O

o0
o
™
N
S
oM
X
S
C
o
Aw)
()
(%]
S
Na)
=
(@]
c
=,
(a T

. ATLAS Preliminary (Simulation),Ns=14 TeV discove I"y
e study vector boson scattering o 1, i reach
= Higgs restores unitarity in VV scattering around 1 TeV g ot eyt discovery
. ~ — 300 fb”" discovery reach “‘,"" exclusion
e extend reach for new physics searches < R & ARV
a «\\*"o‘ '-:
= e.g. for 3rd generation squarks and gauginos /';I’.’ < %
Q_
e | HCb physics reach with 50 b’ = :
= unique for new physics searches in Bs system " 600 700 800 900 1000 1100 1200
5fb! at 7TeV m; [GeV]

® precision measurement of By)— uu ilustration of precision

S Y-

e few % in CP violating ¢ from B;— ¢ based on fig. by G.Wilkinson
e CP violation in Bs—J/Y¢ HEAG
. I:' ““ . ) Fal/t20 12 « l L H C b
= unprecedented charm ylelds\} " L et 3 Lupgrade
. . o \
e search for CP violation in charm decays | el | )

Cw
\

N/




LHC Upgrade Program

e Phase-1 upgrades (2018—)

= | HCb and ALICE trigger-less readout
= CMS and ATLAS ready for 350 fb"'

e Phase-2 upgrades (2023-)

= H|-LHC upgrades for CMS and ATLAS for 3000 fb-’
e software plays key role in this program

= physics prospects, detector design, TDRs...

= preparing offline and trigger for detector upgrades itself

ATLAS Upgrades up to Phase-1

e Insertable B-Layer (LST1)

= and new services for Pixels for Level-1

o LAr Calorimeter (LS2)

= fine granularity readout

ATLAS

etter -f ntent

e Quter Tracker

= straw tubes
(replace readout)

e option:
= Fiber Tracker to
replace Inner (Si)
and Outer Tracker

o Silicon Trackers
= Sistrips
(replace all)

LHcb
IPGRADE

= Si strips

= pixel or strips options

LHCb Detector Upgrades in LS2

o LLT Trigger Scheme

= up to 40 MHz into HLT
with full reconstruction
= output 20KHz

—" Muons

= MWPC
(almost compatible)

o Calorimeter
= PMTs
(reduce PMT gain,
replace readout)

oRICH 1 &2

= HPDs
(replace HPDs and readout)

ALICE Upgrades during LS2

o Study Quark Gluon Plasma with Pb-Pb collisions : 6 x 1027 Hz/cm? = 10 nb™!
- Increase DAQ acquisition rate (current 5 kHz) to register all interactions > 50 kHz

Replace Internal Tracking System
- Improve IP resolution to measure
meson and baryon down to P, © 0

Replace FE and RO of
TOF/PHOS/TRD

Very forward EM + Hadron
Calorimeter?
- Access very small x values 5§

VHMPID: Cherenkov + EM
-> PID up to 20 GeV/c

Lol in 2012 - Detector TDRs in 2013 - Online and Offline in 2014

o Muons (LS1)

= complete coverage
= new shielding

N i

= o = /o

i r: 5
L 41 3

e Muons (LS2) .
= New Small Wheel o Tile
- new

@ ATLAS Forward Physics AFP oy
beforeLs2) @ Fast Tre

W trac

Markus Elsing

ATLAS Phase-2 Upgrades

e new Inner Tracker

= radiation hardness

= better granularity and faster links

= improved precision

= |ess material
= extend n coverage

ATLAS

etter f intent

?

= new FE electronics

o LAr and Tile Calorimeter
= new FE and BE electronics

o T/DAQ
= Level-0 at 500 kHz
= Tracks at Level-1
= 200 kHz input to HLT
= output 5 kHz ?

e Forward Calorimeters

= replace FCal ?
= replace HEC cold electronics ?

CMS Upgrades up to Phase-1

e new Pixel detector
= installation in 2016/17 in
end of year shutdown

TPC: replace wire chambers
with GEM chambers

New Muon Forward Tracker?
- Measure p IP

DCAL (during LS1)
- Complete EMCAL back to
back coverage

e Level-1Trigger
= new electronics
e g, yisolation (PU)
e uisolation, better pr
e narrower T-cones
e jets with PU subtraction
= topological trigger
(ready for operation in 2016)

o Muons

new technology, GEM or GRPCs
= extend n coverage ?

e Hadron Calorimeters (L¢
= new photodetectors, higher Le'
er background rejection

tation (5 H

Markus Elsing

o T/DAQ
= Level-1at 1 MHz (?)
(requires all new FE/RO)
= Tracking at Level-1 ()
= HLT output 10 kHz ?

CMS Phase-2 Upgrades

= complete RPCs in forward region with

e upgrade/replace Forward Calorimeters
= extend n coverage ?

e new Inner Tracker
= radiation hardness
= better granularity and faster links
= improved precision

= |ess material

= extend n coverage ?

Technical
Proposal
in 2014

effects with tracking and precise timing

Markus Elsing




RODs %

Hardware based Tracking ? S e

100 kHz
Event
Rate

e current ATLAS trigger chain

= [ evel-1: hardware based (~50 kHz)
= |[evel-2: software based with regional access to full

FTK ROBs |=HLT
ROBs e ——

granularity data (~5 kHz) ) S tracking Processing
= Event Filter: software trigger (~500 Hz) . oo
e ATLAS installs FTK during Run-2 ~ here E N
= hardware track reconstruction for Level-2 Trigger C 09 .ggggggngzz++++
e associative memory (AM) chips to find patterns B EIK efficiency wirt. offline
e FPGA based track parameter estimation
e "Hit Worrier" (HW) to remove fakes - T3 6

= slice installed for 2015, full coverage in 2016
e will replace software based Level-2 tracking in ATLAS

= full event track reconstruction at latency of ~ 100 us
e fast track confirmation of Level-1 triggers
e particle flow like tau tagging

e fast b-jet tagging
e pileup corrections for jets and missing Et

= excellent performance for Level-2 purposes

ATLAS Barrel (| < 1.1)

Simulation Vs =14 TeV

— Offline Light-Flavor <u> =60
Offline b-Jet

—+— Re-fitted FTK Light-Flavor

—=— Re-fitted FTK b-Jet

Normalized Entries

C

. . ON.O50 .
E/RW e track efficiency is 90-95% w.r.t. offline
\

/Y| track refit using full fitter recovers offline resolution




Inner Tracker Upgrades for

e CMS Inner Tracker

= Strip tracker replacement
e several layouts under consideration

® short strips in R, macro-pixels in z
= |evel-1 track trigger with high pr stubs
e correlate 2 sensors, threshold ~ 2 GeV
- e patternin FPGA or AM chips, FPGA fit
= Pixels: extend n coverage to 4 (!)

pass fail

— e s e ]
e e ey S ey W

e T
I ————— E—

— ey S ey S S —
e e S e S —

s e s s s e T
e e ™ e " " e T i

R® Strips and z Marco Pixels
ETTEEEEEEEES

=/ | I | octor |

Detector
500 1000 2000

- —

optimised for fast

-

N
5 s

~7
B
——
-

. Al /- ' ./ rl"\'f"l%».;;- 4
L .

' Sy . '\}// !{‘-,_-‘, -

e ATLAS Inner Tracker

= baseline: all silicon tracker, 14 hits

go e robust tracking @140 PU for n<2.5
‘v = Strip tracker with short strips + stereo
& = Pixels cover n < 2.7 (muons)

&5 inner Pixels replaceable, reduced pitch
. ¢ alternative layouts (“Alpine”, conical)
; Level-1 track trigger seeded by Level-0
T ° FTK inspired,

ATLAS Simulation
ITk Lol Layout

reduced latency b-tagging

Light jet rejection

140 PU
: v ITK

g
0.9 1.0
b-jet efficiency

—

eta=2.0

eta=27
-_ B
- // /J - L ,I, 1== O’ut’eFI;ix/eIs

Inner Pixels

00| ATLAS baseline layout .o



Software and Manpower

e software follows a natural life cycle

= building up the software for an experiment
= start of operations and data taking
= data analysis and detector upgrades

e |oss of software manpower in ATLAS/CMS

= (mostly) students and postdocs moved on to do physics
e same trend like in previous experiments
= |ike CDF/DO Run-2, LHC upgrade program is ambitious
e need to find sufficient manpower to develop the
software for the upgrade

P.EImer, L.Sexton-Kennedy, C.Jones, ICHEP 2007

Unique developers People
Papersf/year

Unique developers People
committing to CVS Papersfyear

commitling to CVS

during each month

CDF Run-2

Total 408 ‘over
entire time period

D, U, %, U Oy B 9 %, 9 9. S,

79 70 08 <0 <0 <0, S0, <0, <0, <0, <0
05 %0, S0, %, %D, %, %, % 0 D
> % % D 9% D %G G G % o

during each month

Total 857 over

entire time period

[ T Y Y Y Y T A Y Y AR AT AT A Y]
Do, B, B, B, B, B, B, By By By B, Do Do B, B

ATLAS developers vs year
(integrated over 3 months)

Rolf Seuster, TRIUMF

2010 ATLAS Offline Committers 2015
(by quarter)

CMSSW developers vs year

Number of unique developers committing
to CMSSW each month

Total over all time - 963

)
o)
)

"0,0 <0, 90/;)

year PElmer et al,, 2014
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Future Offline Software
Challenges
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the million dollar question:
how to process HL-LHC events

Markus Elsing 52




Future Computing Needs

e increase in raw data samples

= driven by ALICE trigger-less readout
e mostly for their online disk buffer

= ATLAS and CMS increase of trigger rate
and event size (pileup)

e total disk needs scales with raw

= current models are above constant budget,
hence need:
e smaller data formats
e new analysis models
® uUse more tape (cheaper, continues to scale)
e |less replicas (use growing network bandwidth)

e CPU needs less certain
= best estimates are factors above budget

e based on current applications and models
CE{W
\

N/

disk needs

total data
yearly raw data
20% growth

15% growth \

plots M.Krzewicki, ECFAWS 2014

W ATLAS
CMS
LHCb
W ALICE raw data per year

100 PB

0 PB —

Run 1 Run 2 Run 3 Run 4

GRID estimated CPU

ATLAS needs
CMS

Lico room for improvement - —»
ALICE

flat cost growth

ONLINE



Moore's law

Processor scaling trends

= Transistors

Processor Technology E . 2 docspc

« Performance .= .' ;::-' . (free IUnCh)

Performance/W -
-

e \Moore's law is still alive

= number of transistors still doubles every 2 years
e no free lunch, clock speed no longer increasing
= |ots of transistors looking for something to do:
e vector registers
e out of order execution
e hyper threading
e multiple cores
= increase theoretical performance of processors ' Intel Xeon Phi
e hard to achieve this performance with HEP applications

Relative scaling

e many-core processors, including GPGPUs

= e.g. Intel Xeon Phi, Nvidia Tesla
= |ots of cores with less memory
e same for ARM or ATOM based systems
= challenge will be to adapt HEP software
e need to parallelise applications (multi-threading)

(GAUDI-HIVE and CMSSW multi-threading a step in this direction)

EE?W e change memory model for objects, more vectorisation, ...

N/




Iterative tracking

Massively parallel
Tracking ?

e —_—e— —

e ATLAS/CMS tracking strateqy is for early rejection

= iterative tracking: avoid combinatorial overhead as much as possible !
e carly rejection requires strategic candidate processing and hit removal
= not a heavily parallel approach, itis a SEQUENTIAL approach'!

e implications for making it massively parallel ?

= Armdahl’s law at work: .
Time) = Para / N + Seg

= iterative tracking: small parallel part Para, heavy on sequential Seq
e hence, if we want to gain by a large N threads, we need to reduce Seq

e CMS study: run combinatorial filter in parallel for seeds

= find compromise on early rejection, but still limit combinatorial overhead
e as a result, one spends somewhat more CPU, main gain is in memory

= promising if one uses additional processing power that otherwise would not be
Cw usable (many core processors) or if latency is the main issue (trigger)




Region-of-
Interest

Tracking Algorithms for High Pileup

e alternative tracking techniques for parallelisation ?
= CMS investigated using Hough Transforms, limited by multiple scattering

Efficiency

e tracking according to physics needs ?

= idea: run different tracking inside/outside Region-of-Interest muon track
e best possible tracking for signal event or region . recovery

e faster, approximate tracking on pileup and underlying event

(extreme: truth guided tracking on MC to avoid pattern overhead) S Prefi
reliminary

= experiments already started doing this in Run-1'! 92 s=8TeV,L =049
e CMS runs tracking passes to recover efficiency for muons
e ATLAS runs brem. recovery for tracks pointing to EM clusters DT % Nprimary vertices)

= and for Run-2
e ATLAS regional tracking for photon conversions
e both experiments have dedicated tracking in jets
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e need more R&D on future algorithms
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Detector Simulation

e simulation limited by CPU
= avoid MC limiting physics precision
= need to increase GRID "MC luminosity"

e major software technology

developments in simulation

= Geant 4.10 introduces multi-threading
support
= GeantV redesign to explore vectorisation

A.Gheata, ACAT 2014

e ATLAS Integrated Simulation

Framework (ISF)

= mixes fast and full sim. in one event
e spend time on important event aspects
= towards complete fast software chain

A.Salzburger

¢ avoid digit. and reco. bottleneck
CE/RW e directly produce analysis formats (disk)
/)

Simulation Flavours

Full
parametric
(generator
smearing)

Library (reuse)

Alternative
approaches
(combinations)

Calorimeter
default FastCaloSim

particles in cone
around electron:
use Geant4

fast software chain
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Detector
Simulation

Event
Generation

Digitization

Generators

Particles

Any
shortcuts
possible...

Simulation
Digitization
Reconstruction

Tracks

Framework
(FastSim +
FastTrk +
FastDigi)

use Geant4 in
all sub-detectors

Inner Detector:
default Fatras
example ISF setup

Reconstruction Rootification

EVGEN — TTree/THist



ATLAS Level-2 GPU Tracking Prototype

® as an example for a complete
tracking chain on GPUs

= from raw to tracks
= currently many such

GPU-based data preparation

thread 2
thread O

.

R&D activities in
CMS and ATLAS

» for algorithm

Pixel clusterization on GPU

® Two new algorithms for parallel execution:
fast AND operation for symmetrical

|
d input 1D array
L[ n

output SoA

leam decoding:
lections of hits
eader, trailer, actual

GPU-based trac

@ Algorithmic workflow
inspired by SiTrack:

K finding

2. Seed extension and triplet merging

s | e |

- local buffer

Loop over layers

1. GPU-based seed formation

Layer2 tile j
ooy

Layer 1

= local buffer

06/06/2014

ATLAS Software & Computing Week @ CERN

coding are done in
3. The algorithm with cluster size control: )rking on gIObaI OUtpUt
J. Howard

siven cluster size limit L the algorithm calculates
he L-th power of the hit adjacency matrix A

flement A“(, j) gives the number of walks of k@ CERN

4/14

ength L from hit i to hit j

fasically, if A"(i, j)#0 the two hits belongs to
he same cluster and the cluster diameter does
lot exceed L

Watrix multiplication can be done very efficiently
In GPUs. In addition, this algorithm benefits

rom all the matrix products being Boolean — bit-
vise AND is used instead of actual multiplication

1g Week @ CERN 5/14

= significant speedup compared to
running same chain on CPU

= CUDA vs openCL, development
and maintenance cost ?




recent workshop, see as well CHEP

5
>

HEP Software Foundat

http://hepsoftwarefoundation.org

HEP Software Foundation Workshop, SLAC, Jan 20—3’ 2015 | The HEP Software Foundation

e initiative to raise profile

of HEP software projects
= building upon existing and
previous initiatives S
e hepfroge.org -
e Concurrency Forum
® (lessknown) US HEP Forum for
Computational Excellence
e previous LCG Application Area
= as well, existing HEP SW projects
e Geant4, Root, ...
= hopefully as well GRID software

e foundation as a bottom-up approach

= invite participation in projects across experiments and collaboration beyond HEP
= hope to achieve synergies and bundle expertise on crucial technology developments

CE/RW
\

= may host tracking (reconstruction) algorithm forum to foster collaboration




Common Algorithmic Software ?

from Graeme's talk

e examples for common algorithmic software

= FastJet - de-facto standard for jet finding, distribution as part of LCG externals
= TMVA, RooFit/RooStat, HistFitter, BAT - statistics and multivariate analysis

= AIDA tracking - primarily targeting ILC / FCC

= genfit - an implementation of standard track fitting techniques (Belle-I)

= CMS vertexing suite - package of standard vertexing codes (CMS, Belle-l|,...)

= \/DT, SMatrix, Eigen - vector algebra and math libs

e a real integrated common tracking implementation ?

OESIEFTSN /- > — |

= A|IDAistheoneaimingatthis.. = oo miieaaaaaaa- .

= integration means picking a data model

e determines Jacobians in math formulars
= integration means framework interfaces
= best physics performance ?

e pattern strategy depends on experiment
= manpower on AIDA vs (e.g.) CMS/ATLAS ?
= discussion in ATLAS:

seeding road finding i combinatorial track fitting
Kalman Filter
- data model

e make tracking/vertexing suite public ?
GERN (forFCQ)  Tmmmmmmemsmsdeemsmssssmsmsmssmsmemeees
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Building a "Forum" and a Community ?

® some obvious observations:

= we need to make workshops like Connecting the Dots more regular
o yearly like BOOST workshops ? every 18 months like CHEP and ACAT ?

= we need to think about dedicated schools to teach algorithms to students
e we need to invest in future experts (and give them career perspectives)

= do we need some more regular forum alongside the Concurrency Forum ?
e need will grow once we have more common developments to discuss
e how often shall we do such a meeting initially ?

e focus on exchange of ideas, techniques, best practices ... ?

= at Connecting the Dots meeting, not much enthusiasm across all experiments
(but maybe FCC) to migrate to something like a common algorithm stack
= common software projects may grow naturally out of needs we may identify

e created as well a generic HSF mailing list:

http://hepsoftwarefoundation.org/content/reconstruction-algorithms-forum
= to be used to bring together initiatives like Connecting the Dots for tracking

/W and the communities working on boosted object reconstruction and alike



http://hepsoftwarefoundation.org/content/reconstruction-algorithms-forum

Summary

e building the LHC software and tracking

= took almost a decade to master the challenge
= resulted in sophisticated software stags for the experiments
e including highly optimised track reconstruction

e excellent performance during Run-1

= full benefit from careful preparation
= good quality data and description in simulation
e highly instrumental to fully explore physics reach,
including the role of software in the Higgs discovery

e shutdown preparations for Run-2

= even higher pileup and limited computing resources
= first round of software upgrades to mitigate effects

e many more challenges ahead

= Phase-1 and Phase-2 detector upgrades
= |T technologies are changing dramatically

Markus Elsing 62




