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Introduction: LHC

e LHC is a high energy and high

luminosity proton-proton collider
= design centre-of-mass energy is 14 TeV and
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design luminosity is #= 1034 cm2sT
= first collider to reach energy regime of TR e e T e
high energy cosmic rays (HECR)
= expect ~23 p-p collisions at a bunch crossing
frequency of 40 MHz (!)

Tevatron

-1

e LHC is a unique machine

= first collider to explore the physics at the TeV/ scale
= excellent sensitivity to rare (new physics) processes

!!

>

e expected production cross-sections
= |arge inclusive b, W/Z and top production rates .

e LHCis a combined b-, W/Z- and top-factory : i

= cross-section for jet and W/Z production orders of e

33 -2
events/secfor L =10 cm™s

WJs2012

magnitude larger than e.g. expected for Higgs
CE{W = total cross-section dominated by soft interactions

WVJ. Stirling, private communication




Introduction: LHC Experiments
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LHC Computing is Big Data

Library of congress

ATLAS Managed
Data Volume \
/30 PBytes Climate

AT1AS Annual ;
Data Volume
30 PBytes

http://www.wired.com/magazine/2013/04/bigdata

e we started more than a decade before

everybody was talking about it !
= with a science budget, unlike Google or Facebook

Markus Elsing




The early Times of the LHC Experiments |

120 at LEP times

e project started during LEP aerain'90s .,

= | ol and TDRs done with infrastructure of the time | |
e software in FORTRAN 77, CERNLIB incl. PAW, Geant3
e general LINUX services at CERN started in 1997

e huge challenges ahead :

(0] .“ (based on 1988)

80

60 A
CERN RDA47 project

Thousands of CERN Units

= | HCis a high energy and high luminosity machine 1988 1990 1992 1994 9% 1998 2000
e unprecedented trigger rates, event sizes, pileup S.Bethke, LHC Computing Review, 2001
= |ots of questions to answer... High Level-1 Trigger
e design the High Level Trigger systems ? log scale " L e High No. Channels
(can it be done in software, even re-using offline code) ‘ ?11%%([)3 gr;gtv/vs.;nh

e how to build up the software infrastructure ?

(move to C++/00, learn from BaBar and CDF/DO0 Run-2 preparation) E
e a computing infrastructure matching the needs?  E

(building "the" LHC computing centre at CERN wasn't an option) 3 High Data Archives
e ... E’ , CDF, DO (PetaBytes)

“ H1 -
= not to forget, LHC startup was supposed to be 2005 ZEUS ALICE
(well, it came different after all) | UAT o NA49
10¢ 10° 10°

W LEP
CE/RW Event Size (byte)
log scale




Outline of this Talk

e the LHC Computing GRID

= facing the challenge

\ e Data and Service Challenges
= commissioning GRID based computing

Ty
Iy
i

i e building up the software of the experiments
“ e carly physics and experience from Run-1
e the Higgs discovery

= the role of software and computing

e preparing for Run-2
= first upgrades of software and computing

e future software and computing challenges

e summary and outlook
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The LHC Computing GRID:

Facing the Challenge

The Grid: Blueprint for a New
Computing Infrastructure

|.Foster, C.Kesselmann (1998)

"The grid promises to fundamentally change r

the way we think about and use computing.
This infrastructure will connect multiple
regional and national computational grids,
creating a universal source of pervasive and
dependable computing power that supports
dramatically new classes of applications.”

Loy b ol

Blueprint for a New
Computing Infrastructure
. Edited by lan Foster
and Cal:. Kesselman
% &N
< <
b s

\
a9 & by,
b QRN A
N ot e
.. \i; )
|
)/
. ,.. "
‘4('.‘

Markus Elsing




A\

N\ N
. bz ‘&_\\ ’
- A Q\.\\ .
5 Y 'y o
. AL SN
s._h\“ J

- WLCE

Worldwide LHC Computing Grid

The Middleware

e layer of services to implement a

distributed computing GRID

= derived from GLOBUS (1998)
e first middleware Wid6|y available (proof of concept)

:::::

GRID processing model and
middleware services

= complex software developed in EU and US
e information system
e authentication and authorisation system
e file catalogs and file transfer systems
e job brokering

e interfaces to storage and batch systems
o efc...
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\ e hierarchical model for LHC GRID computing
\ = [odels of Network Analysis at Regional Centres (1999)

Experiments €

Tier-1

Tier-2

Tlel"-3 Uni 2 Uni - Lab 4 Uni 5 Lab6 ) e«

S.Bethke, LHC Computlng Review, 2001

= hierarchy of functionality and capabilities
e Tier-0 at CERN, 11 Tier-1s connected via 10 GB/s links
e >100 Tier-2 centres attached by region to Tier-1s
e data flows along the hierarchy, jobs send to data
e different tasks assigned to centres according to hierarchy
= very structured approach to ease some "fear" of networks
and to limit complexity of operation (conservative in a sense)




L.Field, CERN-IT

History of WLCG in Europe

(european centric view, ignoring OSG for the moment)
% h.ﬂ\..\ N = 1999 - MONARC project
Y 11 R e defined the initial hierarchical architecture

= 2000 - growing interest in Grid technology

e HEP community main driver in launching the
DataGrid project

= 2001-2004 - EU DataGrid project

e middleware & testbed for an operational grid
= 2002-2005 - LHC Computing Grid

e deploying the results of DataGrid for LHC experiments
= 2004-2006 - EU EGEE project phase-1

¢ a shared production infrastructure building upon the LCG
= 2006-2008 - EU EGEE project phase-2

e focus on scaling, stability and interoperability coec

Enabling Grids
for E-sciencE
= 2008-2010 - EU EGEE project phase-3

e efficient operations with less central coordination
= 2010-201x - EGl and EMI

e sustainability, shared across sciences @ E E E

Markus Elsing
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WLCG

Worldwide LHC Computing Grid

European Grid Initiative (EGI)

e EGI federation

participants:

= National Grid
Initiatives (NGls)
e funding via NGls
\\ = international research
)\ organisations

= contributions to

worldwide WLCG:
e 15% to Tier-1s (KIT)

e 10% to Tier-2s

(DESY, GSI, MPI Minchen,
5 Universities: Aachen,
Freiburg, Gottingen, LMU,
Wuppertal)

= within Germany
e 40% at Tier-1
e 60% at Tier-2

HS06 Stunden

eai
NGlIs in Europe

1,0E+9
9,0E+8
8,0E+8
7,0E+8
6,0E+8
5,0E+8
4,0E+8
3,0E+8
2,0E+8
1,0E+8

0,0E+0

WWW.eu- egl eu

German GRID resources (CPU, DISK)

GridKa-T1

12000

T3 CPU Beitrag zum T2 10000
B T1/T2 Disk
BT1/T2CPU
8000

6000

4000

. - h
s oxilll 3

DESY-T2 GSI-T2 MPPMU-T2 Universitats-T2

Plattenspeicher [Tbyte]

G.Ouast. DPG 2014



EGI is a shared Infrastructure

e a few hundred Virtual Organisations (VOs)

from several scientific domains:

astronomy & astrophysics
civil protection
computational chemistry
comp. fluid dynamics
computer science/tools
condensed matter physics
earth sciences

fusion

= high energy physics

= |ife sciences

(http://operations-portal.eqi.eu/vo/search)

141111411

@ organisations are joining continuously
= e.g.fishery ([-Marine)

Markus Elsing 12



http://operations-portal.egi.eu/vo/search

Gartner Group

The Technology Hype Cycle

Epccascne HEP Grid on the CHEP timeline
) Beijing

Victoria?

) I r I}
- Peak of Trough of Slope of Plateau of :
Trigger Expectations Disillusionment Enlightenment P roductivity NS

Les Robertson, CHEP Mumbai, 2006

Data and Service Challenges
Commissioning
GRID based Computing

Markus Elsing



Role of the GRID Challenges

e experiments and WLCG followed strategy

of a series of large scale tests

= initially to transition to GRID based computing

= |ater increasing scale and level of complexity
e [earning process on all sides

= from job success rates to operating site services
= with time and operational experience the experiment
specific GRID software layers grew:

HTCond%r o f

High Throughput Computing

% GlideinWMS

e pilot based production systems (DIRAC..)

e data transfer and data management systems

QE/RW o etc.

T.Doyle, AHMO05 meeting

x| LHCb GRID production (2004)
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Les Robertson, CHEP Mumbai, 2006

01-80-¥00T |

22-80-700T

EGEE WAL copsrisht 20 Papcantage of success jobs (%




o
"

;\\
)

/| Building up the Software
"‘ of the Experiments

Markus Elsing



ROOT (rRene and Rdm 0O Technology*)

e project started 1995

- by R.Brun and F.Rademacher (hence the name) J B ~

e OO framework, having in mind the future LHC needs

e as well, provided alternative to Objectivity/DB at the time

e 1998 selected by Fermilab for Run-2 experiments
= became "the standard" for HEP and LHC data analysis

e used by Astrophysics, other sciences and fields
= core team at CERN, effort at FNAL and large community input .

e framework for interactive analysis

= Vvisualisation, math libraries, I/0

e LHC data is based on ROOT persistency
= distribution includes suite of other tools
e xrootd, TMVA, RooFit/RooStats, ...
= total about 1.7 million lines of code

e OpenHUB "estimated cost" is 27 MS$

https://www.openhub.net/p/ROOT/estimated cost

Maximal mixing

*http://ph—news.web.cern.ch/content/interview—rené—brun

N

Events / 3 GeV


https://www.openhub.net/p/ROOT/estimated_cost
http://ph-news.web.cern.ch/content/interview-ren%C3%A9-brun

Geant 4

o
w

® Geant4 Collaboration started in 1999

= successor of Geant series toolkits developed at CERN -~
e carly studies at CERN and KEK resulted in RD44
e OO simulation of passage of particles through matter
= today effort at many large laboratories:
CERN, FNAL, SLAC, KEK, ESA/ESTEC, ...
= detector simulation for CMS, LHCb, ATLAS, (ALICE), ...
= used by nuclear, accelerator and medical physics,
as well as space science
= about 2.1 million lines of code
e OpenHUB "estimated cost" is 33 M$

https://www.openhub.net/p/geant4/estimated cost

e equally important: event generators

= Alpgen, Jimmy, Pythia6/8, Tauola(++), Sherpa, HepMC,
Herwig(++), Photos, etc.
= C++ and Fortran, about 1.4 million lines of code



https://www.openhub.net/p/geant4/estimated_cost

Software of Experiments

committing to CVS CMSSW
during each month

Total over entire
time period:

e all developed their own OO frameworks

CMSSW - 384

= ORCA (CMS), AliRoot based on ROOT (Alice), GAUDI (LHCb) ORCA to
= ATLAS added its layer to GAUDI and called it ATHENA CMSSW migration.

e CMS started 2005 CMSSW to replace ORCA

= pbased on experience from FERMILAB experiments
e huge effort, took >3 years PEImar et al.

= today a full CMSSW release has 7.5 million lines of code
A ks " Applications
e OpenHUB "estimated cost" is 125 MS
https://www.openhub.net/p/cms-sw-cmssw/estimated cost
e framework itself is only a fraction of this Desc.
Experiment Framework
e software stacks of the experlmeV
. . . . Slmula’aon Database Analysas
= applications implemented in framework
e detector simulation, trigger, reconstrucny'
= based on common software toolkits

e development organised within LCG Application Area

CE/RW (Pool, Cool, Coral, Geant4, Root, ...) non-HEP specific
\\_/ software packages



https://www.openhub.net/p/cms-sw-cmssw/estimated_cost

Building the Offline Reconstruction

ATLAS
tracking

e migration to C++ based reconstruction base classes | (=) [T

cccccccccccccccccccc

= existing FORTRAN algorithmic code often state of the art
e new ideas from LEP experience, later BaBar and CDF/D0

= [0t Of WOTK (to0 much) Went into 00 design m——1 e — S —

TTTTTTTTTTTTTTTTTTTTTTT

e "hip" at the time, today we have to back off again (see later) _ ) ==

OOOOOO

TTTTTTTT

e new ideas to meet the LHC challenges

= driver for innovation, lots of examples:
e Deterministic Annealing Filters (Com.Phys.Com. 120 (1999) p.197)

~ tracking in ATLAS TRT at high pileup p g
o STEP (. Instr. 4 (2009) p.04001) ~ Runge-Kutta field integration = DAF tracking with
) 5 50% noise level
for ATLAS+CMS muon tracking 5
o JetFitter (J.phys.ConfSer. 119 (2008) 032032) ~ hovel secondary <
vertexing in jets for b-tagging 757 Behadion
e Fastlet (hep-ph/0512210) ~ fast jet finding wis”  |etFitter
e Particle Flow (hep-ex/0810.3686) ~ reconstruction in CMS algorithm

= |ater significant influx from CDF/D0, example:

B-flight axis

o Jet-Vertex-Fraction (hep-ex/0612040) ~ pileup suppression
D)

N/

«Deviation AL = 40 pm.

G.Pacquadio
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Candidate
Collision Event

’ %EXPERIMENT
2009-11-23, 14:22 CET
Run 140541, Event 171897

hitp://atias web. cem cVAas/public/EVTDISPLAY /events Mmi

900 GeV

event displays of first collisions 2009
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SCT hits in data and MC in first runs

10 ATLAS

\s=7TeV
n,=21Inl<25
100 <p, <500 MeV

I:lMC ND

——- Data 2010

First Data to Physics Results

mber of SCT hits per track

® a success story all along...

= detector, DAQ and trigger worked !
= excellent quality of first data (] imulation: fakes
e fast convergence of calibration and Vi oLa b ‘
alignment procedures “ ie:‘\
e much smoother than many expected _ Lt
= striking level of modelling by simulation | R ) Y early material studies

e thanks to careful preparation work, I LI VIO
R Conversion radius (cm) for |z|< 26cm
e.g. excellent model of tracker material

e helped a lot the fast production of . T
ATLAS Online Luminosity Vs=7TeV 2 55 TeV mass
[] LHC Delivered di-jet event

CMS Preliminary 2010

-
=1
=

|zI<26 cm

—+Data

[:|Simulation:conversions 0.5 0 05 1 15 2 25

w

N

Conversions/0.2 cm

physics results
[ ] ATLAS Recorded

Total Delivered: 357 nb™
Total Recorded: 338 nb™

e with luminosity increasing

over the year 2010

= quality of data approaching design
levels with series of reprocessings
= "re-discovered" the standard model

L EXPERIMENT

oooooooooooooo

Total Integrated Luminosity [nb™]

-Gianotti, ICHEP 2010

|

particles one-by-one
?E{W

0
30/03 27/04 25/05 22/06 20/07
~7 Day in 2010




ATLAS aII Fles in PB

What about GRID Computing [ilSTmsetys

>|4o PB
o it worked! : |

= even beyond expectations
e Tier-0 processing and GRID distribution
e MC production and reprocessing
e distributed analysis
= good data available for
analysis in timely fashion Number of jobs

(we talked much less about 5E+07 4.5M jObS / da)’

computing than many expected)
3E+07

CMS: 500 GRID users / day 0E+00 —— e —
ICHEP 10 EPS 11 Jan-10 July Jan-11 July Jan-12 July Jan-13

B alice atlas cms [ Ihcb
Normalised CPU time [units HEPSPEC06.Hours]

: 1E+09 .
2010 o 10 factor 1.7 increase / year

o 6E+08

|  —e. e
OE+00
Jan-10 July Jan-11 July Jan-12 July Jan-13

E.Lancon, source EGI portal, 2013



Changes in Computing during Run-1

e with time we made our models more and more flexible

= driven by operational experience gained and technology advancements
= |oosen operational constraints

E.Lancon, 2014

2010 2013

e direct transfers between T2s
(LHCONE -Tier-2s connect with 10GB) Planned data distribution Planned & dynamic distribution data

e data transfers to jObS (optional) Jobs go to data Jobs go to data & data to free sites
. . . . Multi-hop data flows Direct data flows for most of T2s
ol cachlng instead of centralisation NS networking across regions Many T2s connected to 10Gb/s link

e conditions access from any site
(Squid/FronTier, CVMFS)
e automatic release distribution

= popularity based data placement
and deletion (e.q. DP2P)
e |ess replicas, better disk usage

~20 AOD copies distributed
worldwide

4 AOD copies distributed worldwide

Cw
\
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?\ The Higgs Discovery:

the Role of
Software and Computing
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Local p-value

Situationin 2011

\s=7TeV,L=46-49fb" -

-3 v
1075 CMS observed
---- CMS expected

104 - —— ATLAS observed LHC nggs
---- ATLAS ted
| oz . Searches 201 |

Y Y I

e Higgs searches in 2011 data

= both experiments saw "hints" for a light Higgs |
e about ~30 each, ignoring “look elsewhere effect” | o s e e
e indications as well in TEVATRON data
= [ow mass region at LHC
e many decay modes accessible (y,zzww,tbb)
e vy and ZZ yield excellent mass resolution (~1%)
= detector performance crucial to all analyses (!)

M.E., for illustration

\

e rapid increase in luminosity

= pileup approaching design levels in 2011
e mainly because of 50 nsec operation
e expectation was to exceed design level in 2012
= concerns about pileup robustness and
performance of object reconstruction
e experiments did intensive software development
in preparation for 2012 data taking

\s=7TeV Vs=7TeV Vs=8TeV
ATLAS
Online Luminosity

LHC design

Peak interactions per crossing

CERN
\ Month in 2010 Month in 2011 Month in 2012

N/




Tracking
EGamma
Muon
PartFlow
LocalCalo
LocalMuon
Jets

BTag
LocalTracker
Tau

HCAL
ECAL

Updates to Tracking

e CPU scales non-linear with pileup

= combinatorial explosion

e CMS ~50% in tracking
(e/y dominated by special tracking too)
e ATLAS ~70% in tracking

= e.g. CMS gained factor 2-3 in CPU
e optimisation of pattern for 30 pileup\‘

¢ as well technical optimisation (memory)

CMS CR-2011-002

|
)
N
(—
.
(I
.
L]
.
.
.
/

CMS CPU Time in QCD events
40

O Baseline
© Fall 11 campaign

CPU vs pileup

Time per event (a.u.)

e pileup robustness and performance

= improve track selections to control fakes and
better vertexing cuts

= robust tracking cuts for object reconstruction
e e.g., tracking for conversions in ATLAS optimised

to improve pileup stability (H—yy) \

1.5 15 22.5

Number of PU interactions

J. Phys.: Conf. Ser. 396 022044

—e— Unconverted photons ATLAS Preliminary

o+ Converted photons Data 2012, Vs = 8 TeV
—— Single track converspns det —33f5'
—¥— Double track conversions

-.-".‘.'.*.—._.‘.‘.*."._._.*._H—.—.—.—.—.—.-

"O'--O---O-"O"'O"'O"'O'--O-"O"'O'--O-"O--O-"O'-O'--O-"O"O"'O-'O"'O'--O-"O'

Fraction of photon candidates

~A——A——A——A——A——A—"

—— A—A—A——A——A——A——A-—A——A——A=—A=——A=—A=—A—

e fen Sl e Gl G S S S S S8 SN S S SR

conversions rates vs pileup

ATLAS-CONF-2012-823

N
\ 15 20 25 30 35

N/, Average interactions per bunch crossing




ECAL

surface

Object Reconstruction Updates

e sophisticated electron brem. recovery

= using so called Gaussian Sum Filters
= CMS ran dedicated tracking for e/y &
= ATLAS introduced Region-of-Interest based tracking

e brem. recovery for tracks pointing to EM clusters

ATLAS 15<E,<50 GeV
Preliminary

6...60066000660000000000. %0

°
AALAAAAAALALLAAA;@AQAA Y

\ e A5

; é A ‘A Aéé

Reconstruction and track quality efficiency

QQ.'OQQQ.

Reconstruc on Efficiency

4 2011 dataVs=7 TerLdt =471

—A— 2011 MC
e 2012datays=8 TerLdt =2031"

e pileup suppression for jets, T, Exmis...

= combining calorimeter and tracking information
= ATLAS pileup jet tagging vF and variants of it)
= full fledged particle flow in CMS

—6— 2012MC

ATLAS-CONEF-2(

vertex tagging for
pileup jet rejection

e more MVA based object identification
= optimally combining all available information

Inl <2.5 Jet P, > 25

PF MC Jets

All/Real Jet Rate

PF PU Jets
—e— PF MC Jets +Id

—e— PF PU Jets +Id
HCAL
Clusters

o —0——0—08—0—0——0—

C

ECAL

Clustérs
w Tracks




Number of concurrent ATLAS jobs
January to July 2012

Distributed Computing s

140,000

120,000

e analysis preparation for 2012
= flexible and effective GRID operations

e massive production of 8 TeV Monte Carlo
e distribution of data samples across
Tier-1 and Tier-2 centres /
= e.g. ATLAS used GRID resources continuously il .

beyond pledges o o
= >1500 active GRID analysers in ATLAS s

F.Gianotti, ICHEP 2012

Maximum: 154,378 , Minimum: 35,776 , Average: 110,775, Current: 139,430

e fast updates of preliminary results CMS prompt data

) “PhysiceDaN processing model
using latest data for ICHEP 2012 —
. . . Manager —ONarons
= relied on Tier-0 prompt data processing og e
e required excellent quality of fast calibration 2l —

= only final Higgs results used reprocessed data
e reprocessing campaign takes few months

Express
reconstruction
(within 1-2 hours)

1
1
I
|
1
1
|
1
1
|
1
1
|
1
1
|
hd

Primary -
Datasets buffer 48h delay

C
\

Repacker ———— - ki ; ——
————+___J——————2%| reconstruction
E?W

N/




CERN Seminar July 4th, 2012: the Higgs

ATLAS Preliminary {s =7 TeV (2011), [Ldt=4.810"

s =8TeV (2012), [Ldt=591"

] We present updated results on SM Higgs searches based on the data recorded
T\ in 2011 at /s=7 TeV (~4.9 fb!) and 2012 at /s=8 TeV (~5.9 fb1)

‘"\ \ /
EPS July 2011 - ’
— Observed
---- Expected

: Results are preliminary:
...... S g S Q 2012 data recorded until 2 weeks ago

N 4Jduly2012 -

o O new, improved analyses deployed for th
o e P Lo Ly g 0 3
110 115 120 125,130 135 140 1454450

arger event pile-up
e first time

FGianotti, ICHEP 2012

7 [GeV] H - vy and H-> 4l: high-sensitivity at low-m,; high mass-resolution; pile-up robust
0 analyses improved to increase sensitivity > new results from 2011 data

O all the data recorded so far in 2012 have been analyzed
- results are presented here for the first time

e fantastic success (!!

= software and computing
had its shareinit...

= full chain worked excellent:
e from detector + trigger to
e prompt calibration,

e Tier-0 reconstruction,
ATLAS: Status of SM Higgs searches, 4/7/2 ? N

Other low-mass channels: H> WW®-> Ivlv, H> 11, W/ZH> W/Z bb:

QO E{Mss in final state > less robust to pile-up

O worse mass resolution, no signal "peak” in some cases

O complex mixture of backgrou

- understanding of the detect
advanced, but results not ye

- 2011 results used here for t!

e GRID distribution and '
e fast distributed analysis ! ',

c:zfﬂ/
\

N/




We all know what happened next

Volume 712, Issue 3, 6 June 2012 ISSN 0370-2693
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Preparing for Run-2:
First Upgrades of
Software and Computing
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Computing Constraints for Run-2

e unlike Run-1, computing resources will be limited !

= assumption is a constant computing budget
= interplay of technology advancement, market price and needed replacements

ATLAS Tier-0 CPU ATLAS TAPE

factor 2.5 till 2017 ATLAS DISK factor 3 till 2017
ATLAS CPU factor 2 till 2017

factor 2.3 till 2017

i el E=S

—

Run-2
Run-2

| Run—2 A total Tape "~

total Disk total Tape (flat budget)

Tier-0 CPU

Tier-0 CPU (flat budget)

2012 2013 2014 2015 2016 2017 Tier-1+2 CPU total Disk (flat budget) 2013 2014 2015 2016 2017

Tier-1+2 CPU (flat budget) 2012 2013 2014 2015 2016

B.Kersevan et al.

2012 2013 2014 2015 2016 2017

ATLAS Simulation, 14 Te
— WH
—— SUSY-direct-gaugino

e motivation for LS1 software upgrades

= ensure that Tier-0 can process 1kHz trigger rate
- optimise disk USage (e.g. ATLAS new Analysis Model)

e biggest problem will be disk!

— it

Acceptance fraction

physics
acceptance vs
trigger pr-cut

O
or"
_= L n
R
L oo,
o <

>SN cn
f =

cﬁw e
\ 30 40 50 60 70 80 90 100

true muon P, [GeV/c]




CPU time vs release

g \s =14 TeV
. g ég?sj k‘gj)nch SE)acing
CPU for Reconstruction
e focus on software technology and i oo
improve current algorithms T o ATLAS Stmaton

= improve software technology, including: TS whssemn . BN
| S|mpI|fy EDM design to be less OO (“hip” 10 years ago)
e faster vector+matrix algebra libs (Eigen)
e vectorised trigonometric functions (vor, intel)
e work on CPU hot spots

= tune reconstruction strategy (very similarin ATLAS and CMS)
e optimise track finding strategy for 40 pileup
e modify track seeding to explore 4th Pixel layer

total CPU time vs pileup
ATLAS (Data 2012)

Software release

== 17.2.7.9
19.0.3.3

= 19.1.1.1

Full reconstruction time per event [s]

Average number of interactions per bunch crossing( u )

e huge gains achieved!

= ATLAS reports overall factor 3 in CPU time
e touched >1000 packages for factor 4 in tracking
= CMS reports overall factor 2 in CPU time tracking CPU time
¢ as well dominated by tracking improvements vs release
= both experiments within 1 kHz Tier-0 budget

CMS Simulation, ¥s = 13 TeV, tt + PU, BX=25ns

—e=— Track Reco Current

Time/Event [a.u.]

Track Reco Run1

C

e required to keep single lepton triggers
\E{W g P sing P gg

N/




ATLAS New Analysis Model for Run-2

® several issues with Run-1 model

= analysis ntuples duplicate AOD (disk!)
= production of ntuples costly (time )
= analysers develop in ROOT (compatibility !)

Athena-based analysis

e "small" revolution for ATLAS =
= new format (xAoD) readable in ROOT I R°°Tbaseda"a'v
e branch-wise reading at ROOT speed s
e object decoration with user data ¢ — S
= centrally produce skims for analysers ATLAS Analysis Model
e train production model for Run-2
e smart slimming of xAOD objects
= analysis tools transparently usable in ROOT and ATHENA

e ROOT based and ATHENA based analysis software releases

Athena-based analysis

e changes for other experiments are less extreme

= similar pressure to reduce resource needs
CE/RW
\

N/
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ATLAS HL-LHC event in new tracker

etector Upgrades
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LHC Upgrade Program

e Phase-1 upgrades (2018—)

= | HCb and ALICE trigger-less readout
= CMS and ATLAS ready for 350 fb"'

e Phase-2 upgrades (2023-)

= H|-LHC upgrades for CMS and ATLAS for 3000 fb-’
e software plays key role in this program

= physics prospects, detector design, TDRs...

= preparing offline and trigger for detector upgrades itself

ATLAS Upgrades up to Phase-1

e Insertable B-Layer (LST1)

= and new services for Pixels for Level-1

o LAr Calorimeter (LS2)

= fine granularity readout

ATLAS

etter -f ntent

e Quter Tracker

= straw tubes
(replace readout)

e option:
= Fiber Tracker to
replace Inner (Si)
and Outer Tracker

o Silicon Trackers
= Sistrips
(replace all)

LHcb
IPGRADE

= Si strips

= pixel or strips options

LHCb Detector Upgrades in LS2

o LLT Trigger Scheme

= up to 40 MHz into HLT
with full reconstruction
= output 20KHz

—" Muons

= MWPC
(almost compatible)

o Calorimeter
= PMTs
(reduce PMT gain,
replace readout)

oRICH 1 &2

= HPDs
(replace HPDs and readout)

ALICE Upgrades during LS2

o Study Quark Gluon Plasma with Pb-Pb collisions : 6 x 1027 Hz/cm? = 10 nb™!
- Increase DAQ acquisition rate (current 5 kHz) to register all interactions > 50 kHz

Replace Internal Tracking System
- Improve IP resolution to measure
meson and baryon down to P, © 0

Replace FE and RO of
TOF/PHOS/TRD

Very forward EM + Hadron
Calorimeter?
- Access very small x values 5§

VHMPID: Cherenkov + EM
-> PID up to 20 GeV/c

Lol in 2012 - Detector TDRs in 2013 - Online and Offline in 2014

o Muons (LS1)

= complete coverage
= new shielding

N i

= o = /o

i r: 5
L 41 3

e Muons (LS2) .
= New Small Wheel o Tile
- new

@ ATLAS Forward Physics AFP oy
beforeLs2) @ Fast Tre

W trac

Markus Elsing

ATLAS Phase-2 Upgrades

e new Inner Tracker

= radiation hardness

= better granularity and faster links

= improved precision

= |ess material
= extend n coverage

ATLAS

etter f intent

?

= new FE electronics

o LAr and Tile Calorimeter
= new FE and BE electronics

o T/DAQ
= Level-0 at 500 kHz
= Tracks at Level-1
= 200 kHz input to HLT
= output 5 kHz ?

e Forward Calorimeters

= replace FCal ?
= replace HEC cold electronics ?

CMS Upgrades up to Phase-1

e new Pixel detector
= installation in 2016/17 in
end of year shutdown

TPC: replace wire chambers
with GEM chambers

New Muon Forward Tracker?
- Measure p IP

DCAL (during LS1)
- Complete EMCAL back to
back coverage

e Level-1Trigger
= new electronics
e g, yisolation (PU)
e uisolation, better pr
e narrower T-cones
e jets with PU subtraction
= topological trigger
(ready for operation in 2016)

o Muons

new technology, GEM or GRPCs
= extend n coverage ?

e Hadron Calorimeters (L¢
= new photodetectors, higher Le'
er background rejection

tation (5 H

Markus Elsing

o T/DAQ
= Level-1at 1 MHz (?)
(requires all new FE/RO)
= Tracking at Level-1 ()
= HLT output 10 kHz ?

CMS Phase-2 Upgrades

= complete RPCs in forward region with

e upgrade/replace Forward Calorimeters
= extend n coverage ?

e new Inner Tracker
= radiation hardness
= better granularity and faster links
= improved precision

= |ess material

= extend n coverage ?

Technical
Proposal
in 2014

effects with tracking and precise timing

Markus Elsing




Software and Manpower

e software follows a natural life cycle

= building up the software for an experiment
= start of operations and data taking
= data analysis and detector upgrades

e |oss of software manpower in ATLAS/CMS

= (mostly) students and postdocs moved on to do physics
e same trend like in previous experiments
= |ike CDF/DO Run-2, LHC upgrade program is ambitious
e need to find sufficient manpower to develop the
software for the upgrade

P.EImar, L.Sexton-Kennedy, C.Jones, ICHEP 2007

Unique developers People
Papersf/year

Unique developers People
committing to CVS Papersfyear

commitling to CVS

during each month

CDF Run-2

Total 408 ‘over
entire time period

D, U, %, U Oy B 9 %, 9 9. S,

79 70 08 <0 <0 <0, S0, <0, <0, <0, <0
05 %0, S0, %, %D, %, %, % 0 D
> % % D 9% D %G G G % o

during each month

Total 857 over

entire time period

[ T Y Y Y Y T A Y Y AR AT AT A Y]
Do, B, B, B, B, B, B, By By By B, Do Do B, B

ATLAS developers vs year
(integrated over 3 months)

F——————
2011 2013

Rolf Seuster

CMSSW developers vs year

CMSSW
project

Number of unique developers committing
to CMSSW each month

Total over all time - 963

)
o)
)

"0,0 <0, 90/;)

year PElmar et al., 2014
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the million dollar question:
how to process HL-LHC events
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Future Computing Needs

e increase in raw data samples

= driven by ALICE trigger-less readout
e mostly for their online disk buffer

= ATLAS and CMS increase of trigger rate
and event size (pileup)

e total disk needs scales with raw

= current models are above constant budget,
hence need:
e smaller data formats
e new analysis models
® uUse more tape (cheaper, continues to scale)
e |less replicas (use growing network bandwidth)

e CPU needs less certain
= best estimates are factors above budget

e based on current applications and models
CE{W
\

N/

disk needs

total data
yearly raw data
20% growth

15% growth \

plots M.Krzewicki, ECFAWS 2014

W ATLAS
CMS
LHCb
W ALICE raw data per year

100 PB

0 PB —

Run 1 Run 2 Run 3 Run 4

GRID estimated CPU

ATLAS needs
CMS

Lico room for improvement - —»
ALICE

flat cost growth

ONLINE



Moore's law

Processor scaling trends

= Transistors

Processor Technology E . 2 docspc

« Performance .= .' ;::-' . (free IUnCh)

Performance/W -
-

e \Moore's law is still alive

= number of transistors still doubles every 2 years

e no free lunch, clock speed no longer increasing
= |ots of transistors looking for something to do:

e vector registers

e out of order execution

e hyper threading

e multiple cores |
= increase theoretical performance of processors ' Intel Xenon Phi N

e hard to achieve this performance with HEP applications

Relative scaling

e many-core processors, including GPGPUs

= e.g. Intel Xenon Phi, Nvidia Tesla
= |ots of cores with less memory
e same for ARM or ATOM based systems
= challenge will be to adapt HEP software
e need to parallelise applications (multi-threading)

(GAUDI-HIVE and CMSSW multi-threading a step in this direction)

EE?W e change memory model for objects, more vectorisation, ...

N/




Trends in LHC Computing

e pledged GRID resources indispensable

= will continue to be basis for LHC computing
= make full use of resources (e.g. HLT farms outside data taking)

e more heterogeneous infrastructure

= opportunistic usage of additional resources
e commercial Cloud providers (i.e. Google, Amazon)

e free CPU in High Performance Computing centres
(big HPC centres outperform WLCG in CPU)
= storage will not become opportunistically available

® GRID services become (even) more flexible

= global data federations serve data to jobs at remote sites
(FAX - ATLAS, AAA - CMS, AliEn - ALICE)
= ATLAS "event service"

e short payloads for opportunistic remote computing ' Federated ATLAS XRootD

c:E/Rr_\W
\

N/




Simulation Flavours Generators

° ° Particles
Any : ,
Detector Simulation
ronertor | possible...|  Digitization
smearing)
Library (reuse) Reconstruction
e simulation limited by CPU " Tracks

Framework
(FastSim +
FastTrk +
FastDigi)

Alternative
approaches
(combinations)

= avoid MC limiting physics precision
= need to increase GRID "MC luminosity"

A.Gheata, ACAT 2014

e major software technology

developments in simulation
Calorimeter

= Geant 4.10 introduces multi-threading default FastCaloSim
support
= GeantV redesign to explore vectorisation

e ATLAS Integrated Simulation

Framework (ISF)
particles in cone Inner Detector:

= mixes fast and full sim. in one event
. . around electron: default Fatras
e spend time on important event aspects use Geant4 example ISF selup
= towards complete fast software chain
¢ avoid digit. and reco. bottleneck

use Geant4 in
all sub-detectors

A.Salzburger

AP
) -
Event st Detector

_ : A Fast Digitization Fast Reconstruction Rootification
ation Simulation

CE/RW e directly produce analysis formats (disk)
\

EVGEN D3PD/HIST

ATLAS fast software chain

N/




upcoming workshop

5
>

HEP Software Foundat

http://hepsoftwarefoundation.org

HEP Software Foundation Workshop, SLAC, Jan 20—3’ 2015 | The HEP Software Foundation

e initiative to raise profile

of HEP software projects
= building upon existing and
previous initiatives S
e hepfroge.org -
e Concurrency Forum
® (lessknown) US HEP Forum for
Computational Excellence
e previous LCG Application Area
= as well, existing HEP SW projects
e Geant4, Root, ...
= hopefully as well GRID software

e foundation as a bottom-up approach

= invite participation in projects across experiments and collaboration beyond HEP
= hope to achieve synergies and bundle expertise on crucial technology developments

CE/RW
\




Summary

e facing the LHC computing challenge

= the voyage started nearly 2 decades ago
e from FORTRAN to GRID computing
= it was a success story !
e computing & software worked extremely well, enabling LHC physics program

e shutdown preparations for Run-2

= first round of upgrades to software and computing
= even higher pileup and limited computing resources

e many more challenges ahead

= Phase-1 and Phase-2 detector upgrades
e pileup will rise further, up to 140-200 for HL-LHC

= |T technologies are changing dramatically
e more heterogeneous, more complicated to program

Markus Elsing 44
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LHC history

1980: LEP not yet built, but physicists think about the possibility to re-use the tunnel for a hadron collider;
1984: Glimmerings of the LHC (2x5...9 TeV, symposium in Lausanne) and SSC (2x20 TeV);
1988: SSC approved (Waxahachie, Texas);

1989: First collisions in LEP and SLC, R&D for LHC detectors begins;

1993: SSC construction cancelled;

1994: LHC approved (start in 2005)

1995: Discovery of the top quark at Fermilab;

1996: ATLAS and CMS approved. 1997: ALICE, 1998 LHCb;

2000: end of LEP running, no Higgs yet;

2005: first cosmic seen in the ATLAS pit;

2006: new CERN accelerator control centre ready;

2007, June: the last dipole magnet lowered to the tunnel, first sector @-271 deg;

2008: LHC start;

2008, 10. September - 10:28: first full turn of a proton bunch

2008, 19. September - failure during powering tests

2009, 23. November: protons collide again! (30. November: 1.2 TeV collisions)

2010, 30. March: first high energy proton collision (3.5 TeV)

Background image:
2012, 4. July: Higgs-like particle seen! LHC as planned in 1984

2012, 8. November: First observation of B — 1 * 4 ~; the Standard Model rules....

LHC Detectors - From Design to Performance Karlsruhe, 2 December 2013 Christoph Rembser




c;ls\?'lc"racking Software Concepts

Teddy Tod 1966-2014), et al.
\I\OQ eddy Todorov ( ), et a b edded

navigation : Ve

e tracking for LHC luminosities

= early years informal collaboration by CMS and ATLAS
e R&D on fitting techniques, STEP propagation, ...
e later series of LHC alignment workshops .
= novel tracking geometries with embedded navigation JIS
e reduced volume complexity / S Volume
e bended material on simple surface shapes a
e much faster than generic voxelisation a la Geant4

= speed up reconstruction and fast tracker simulation

Surface AC

A.Salzburger

fast tracking

e material description of LHC detectors [ _geometry

= we knew ATLAS and CMS trackers would be heavy
= Mmeasure components precisely
e interplay hardware and software people
e we will see, it payed off later! —
| ATLAS Geant4
C M S measured simulation \ =0 geometry

active Pixels 2598 ¢ 2455 g
CE/RW

full detector | 6350 kg 6173 kg

Markus Elsing
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c;l»\QSoftware and Upgrade

e ECFA HL-LHC workshop series

= software and computing part of the process
= across all 4 experiments

21st-23rd
OCTOBER 2014

................

® numerous upgrade goals

= boost physics reach, including
e LHCb all software trigger
e online data compression for ALICE
= keeping physics acceptance at higher pileup
e ATLAS and CMS will increase trigger rates,
especially for single lepton triggers
e even higher pileup will require more
resources (CPU, memory, disk)
= upgrade software and computing itself |
e follow technology evolution | reechold

0 10 20
N
\

N/

B experiment
RRRRRR

Acceptance fraction

- cMms
= l RLICE

— 3rd October

s-Bains /Gilles
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ATLAS Simulation, 14 Te
—— WH
—— SUSY-direct-gaugino

— it

physics
acceptance
Vs pT cut

30 40 50 60 70 80 90 100
true muon P, [GeV/c]
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c;l»QFramework Support for Concurrency

Gaudi-Hive scheduling model
e Gaudi-Hive
= parallelism for the Gaudi framework

Q‘ Q‘
e used by LHCb and ATLAS

= |[ntel TBB toolkit for multi-threading support O\A

e event and algorithm level parallelism
= demonstrators show encouraging results
e but tracking needs finer-grained parallelism

e CMSSW multi-th reading colours represent events, shapes different algorithms

= framework splits into global (transitions) and multiple streams (event processing)
e underlying toolkit is as well Intel TBB
= excellent scaling and memory improvements observed on 16 core machines

e 999% of CMS reconstruction is now thr f
° thread safe | CMSSW multi-threading

[ Begin | Begin -
~ H O O
Lumi

Stream A

(iE/RW Stream B




