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Colliding Protons in the Experiments
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... at a rate of 40 million events per second



The ATLAS Detector as a“Camera”

the detector has has about 90 million channels,

CE/RW 2.5 MB per event at a rate of 40 MHz (!)
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Introduction: LHC

e LHCis a high energy and high

luminosity proton-proton collider
= design centre-of-mass energy is 14 TeV and
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design luminosity is #= 1034 cm-2s-! M e
= first collider to reach energy regime of
high energy cosmic rays (HECR)
= expect ~23 p-p collisions at a bunch crossing
frequency of 40 MHz (!)

10" 10%° 10%
Energy  (eV/particle)
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e | HC is a unique machine

= first collider to explore the physics at the Tel/ scale
= excellent sensitivity to rare (new physics) processes

e expected production cross-sections
= |arge inclusive b, W/Z and top production rates

33 -2
events/secfor - =107 cm™s

e LHCis a combined b-, W/Z- and top-factory : {
= cross-section for jet and W/Z production orders of .
CE’RW magnitude larger than e.g. expected for Higgs
/. = total cross-section dominated by soft interactions V¥ >tirling, private communication




Introduction: LHC Physics Programme

® proton-proton programme:

l. mass and electroweak symmetry breaking
e search for the Higgs Boson, measurement of its
properties
ll. hierarchy in the TeV domain
e search for new phenomena moderating the hierarchy
problem
e search for the unexpected at the high-energy frontier
lll.electroweak unification and strong interactions
e precision measurements (Mwp, Mw) and tests of the
Standard Model
e tests of perturbative QCD at the high-energy frontier
IV. flavour
e B-,D-mixing, rare decays and CP violation as tests of
the Standard Model

® heavy lon Programime: (not covered here)
= study quark-gluon plasma in Pb+Pb collisions at up to

CE/RF\W 5.5 TeV per colliding nucleon




LHC Run-1 from 2010 until 2012

e first LHC running period P -

8TeV/7TeVand 14 TeV /7 TeV

= 2010+2011at 7 TeV and 8 TeV/in 2012 .
= increase in centre-of mass energy yields [ 7l
increase in parton luminosity, especially § eyl [

for large Mx processes |
= but jet, W/Z and top cross-sections scale
fast, background for new physics searches
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WJ. Stirling, private communication

e outstanding LHC performance

= peak luminosity of 7.7 x1033 cm=2s7 with 2 95 aTLAS integrated luminosites
half the number of bunches 2 ety
= more than 25 b’ in total recorded in Run-1 E — 2012ppNs=8TeV
e currently in 2 year shutdown 25 ICHEPI2
= restartin 2015 at 13-14 TeV (Higgs discovery)

e presented in the following

CE{W = 7/ TeV and latest 8 TeV physics results ock
Month in Year
\ = status mostly summer 2013




High Luminosity comes at a Price

e typical LHC eventin 2012

= |arge number of interactions in 1 event
e so-called event “pileup”
= exceeding detector design levels (!)

e challenge for the experiments

= detector (including readout)

= trigger: select interesting interactions,
keeping acceptable total rate

= data volume: from the detector recorded
on tape and to be processed/analyzed on
computing GRID worldwide

= reconstruction and analysis: make sense
out of these very complex events and
extracting interesting physics information

\Vs=7TeV
ATLAS
Online Luminosity

LHC design
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e let’s look at processing chain
= how do we deal with all the data ?

Cw W oct yot  ppt W ot yatt  pof W oo
\ Month in 2010 Month in 2011 Month in 2012
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Basics: Event Reconstruction “in a Nutshgl
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Basics: Event Reconstruction “in a Nutshell”

’ Muon
Spectrometer

Hadronic

Calorimeter
Electromagnetl
Calorimeter

e typical HEP detector

= tracker to measure
charged particles

= e.m. and hadronic
calorimeter to measure

energy of particles (jets
Solenoud magnet gy P (J )
: Transition = muohn spectrometer to
Radiation A Lo .
Tracking { JTracker + F detect muons penetrating
Mol the rest of the detector
10
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Basics: Event Reconstruction “in a Nutshgl

Muon
Spectrometer
Hadronic
Calorimeter Jet
® reconstruction of
particles produced
In p-p interactions
gﬁgtrriz\";?grneﬁc - Eledt = pattern recognition

€6 combines information
Solenoid magnet .
| Transition  HHHNEH : ’ from different detectors

Radiation AL
Tracking € Tracker T S
Pixel/SCT
detector
10




In Rea“ty ? .. a bit more complicated

NSNANA |

SATLAS

L EXPERIMENT

Run Number: 183081, Event Number: 10108572
Date: 2011-06-05 17:08:03 CEST

H—ZZ*—4p candidate d



Online and Offline Data Processing

e cvent selection during data taking - the Trigger
= experiments produced ~ 10 PB of raw data every year during Run-1

Level-1 Trigger: Level-2+3 Trigger:
ATLAS detektor special electronics software, PC farm

40 MHz, 100 TB/s 20 kHz, 50 GB/s
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Online and Offline Data Processing

e cvent selection during data taking - the Trigger
= experiments produced ~ 10 PB of raw data every year during Run-1

Level-1 Trigger: Level-24+3 Trigger:
ATLAS detektor special electronics software, PC farm

AR = 2 P
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400 Hz, 1 GB/s

' ) B RAW-> ESD Reconstruction time @ 14 TeV
vy ,

| ® event reconstruction o CPU vs pileup

= sophisticated pattern recognition algorithms &

e especially for track reconstruction

= Trigger: only Regions of Interests (Rol)
= Offline: full event reconstruction /

e CPU limited due to pileup (1)




Trl g g er S e I - Ct | on St ra te g y proton - (anti)proton cross sections
e : 1

e total p-p cross section Tevaton  LHC

= dominated by soft interactions (QCD)

2 -1

o W,Z,top,Higgs production
= orders of magnitude smaller cross section
= events with high pr jets/e/p/t/y or missing Er
e they define Regions of Interests (Rol) in events

e Trigger strategy:

= | evel-1: (special) fast readout, search for candidates
= [ evel-2: partial event readout to reconstruct Rols
= | evel-3: full event building and use offline software
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o fast rejection 5 [ M, =125 GeV-

= reject events early | (P)
= Mminimize data movement

= selected events (raw data)
stored for offline processing

WV.. Stirling, private communication




LHC Raw Data vs Commercial World

Tweeter

Stock database

Library of Congres Digital collection

Climatic Data Center database

LHC raw data per year

YouTube videos per year

Digital Health records

Google index

Facebook new content per year

PB per year

PBuncic



LHC Raw Data vs Commercial World

Tweeter

PB per year

Stock database

Library of Congres Digital collection
Climatic Data Center database
LHC raw data per year

YouTube videos per year

Digital Health records

Google index

Facebook new content per year

= | HC total data volume not so different from Google and Facebook
(@ science budget)

PBuncic



Processing and Analysis Model

e real data processing chain

Wil Ty q Reconstruction » Group Analysis
ATLAS data after Trigger ‘

= output of reconstruction input to analysis

= next step is data reduction in group analysis Final Analysis
= selected data is subject of final analysis

15 120 125 130 135 140 145 150
m, [GeV]
hysi



Processing and Analysis Model

e complemented by simulation chain

e

ATLAS data after Trigger

Physics IZ.)etect.or Digitization
Generators Simulation

= physics generators simulate physics event
= particles tracked through detector simulation
= detector response simulated in digitization

Final Analysis

145 15
rrrrrrrr

physics



Processing and Analysis Model

Reconstruction Group Analysis

Physics Detector

, , Digitization Final Analysis
Generators Simulation 8 Y

CPU Consumption

@® MC Simulation
MC Reconstruction
Final Analysis

@® Group Production
@® Group Analysis
Data Reconstruction

15 120 125 130 135 140 145 150
m, [GeV.
hysi
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G4 simulation

The Simulation Chain

e Monte Carlo physics generators

= sophisticated modeling of p-p interactions
e proton parton distribution functions (PDFs)
e matrix elements calculations
e fragmentation and particle decay models

model placed volumes
= used to produce all kinds of physics channels
ALICE Root 43 M
e very detailed detector simulation ATLAS GeoModel 48 M

= track particles through detector material

e particle transport in b—ﬁeld/ CMS DDD 2.7 M
e complex geometry model

LHCb LHCb Det.Des. |85 M

e emulate full physics of passage of particles
through matter (secondaries, showers...)
= energy deposits in sensors

e detector digitization
= sophisticated emulation of sensor response

to energy (ionization) signals and of readout I 111
ﬁE{W o output“looks like” real data (incl. pileup) "CMS Eull Simulation

N/




Computing Model of the Experiments

S ATI AS

S/ I LRAJ
A EYPERIMENT

http://atlas.ch

e Worldwide LHC Computing Grid (WLCG)

= federation of more than 150 computing centers worldwide
e GRID middleware as common layer, experiment specific
Production Systems and Data Management Systems
= hierarchically organized (Monarc Model):
e [ier-0 at CERN (for prompt reconstruction of raw data taken)
e Tier-1 centers worldwide, regional associated Tier-2 centers
e small Tier-3 farms (for local data analysis at institutes)
= data distributed worldwide from CERN

e Tier-1 act as centers for processing of large data sets
Cﬁ_‘\w e Tier-2 act mainly CPU farms for simulation

e tasks of Offline Computing:

= reconstruction of raw data events (mainly at Tier-0)

= production of large Monte-Carlo (simulated data) samples
e generators for different physics processes
e very detailed simulation of detector response (Geant4)
e same reconstruction applied to Monte-Carlo samples

= physics analysis of data sets by research teams




~ JWLCG - truly Worldwide Computing ¢

NIKHEF

e 150 computing centers distributed over 40 countries

= 300+ k CPU cores (~ 2M HEP-SPEC-06)
e the biggest site with ~50k CPU cores, 12 Tier-1 with 2-30k CPU cores
= each Tier center is small compared to a typical High Performance Centers
e WLCG is optimized for data intensive processing with distributed data,
/w services and operation infrastructure




Example: ATLAS GRID Statistics

150K concurrent jobs running
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= ATLAS: ~ 3 billion raw and 3-5 billion simulation events per year of data taking



Evolution of WLCG Resources

500 WLCG Disk Growth

e upgrades of existing centers . PB

400

350

= additional resources expected mainly from
advancements in technologie (CPU or disk)

200

= will not match additional needs in coming years

100

— 2008-12 linear

50

0

e todays infrastructure

= X86 based, 4 GB per core, commodity type CPU servers WLCG CPU Growth
= applications running “event” parallel on separate cores SERGHIN
= jobs are send to the data to avoid transfers

Tierl
3000000
CERN

2500000
2000000

e technology is evolving fast

1000000

——2008-12 linear

= network bandwidth fastest growing resource
e data transfer to remote jobs is less of a problem " 200 2009 2030 2033 2032 2033 2034 2015 2006 2017 2018 219 2029
e strict Monarc Model no longer necessary
o flexible data placement with data popularity driven
replication

= modern processors: vectorization of the applications

c:zfﬂ/
\

= “many core” processors like Intel Phi (MIC) or GPGPUs
e much less memory per core!

s CRU host




HEP Applications on modern Processors

e RUNEGE-Kutta
e high energy physics applications  vectorized code
= optimized for precision and physics performance

= more than 10 years of software development
e projects have several 100 developers (students...)
e complex applications, highly specialized

B BASE SSE

e vectorization (SIMD) Pz

= modern processors have long registers
e big potential in vectorizing the code
e requires good C++ knowledge from developers

= experience with auto-vectorization in compiler
e HEP software not easy to optimize

= dedicated vectorization of crucial parts of the software
e i.e. Runge-Kutta b-field transport of charge particles

in simulation and reconstruction

= vector libraries for linear algebra or trigonometric

functions

B CLHEP MKL BasMult Eigen OptMult

CLHEP vs
vectorized libs

e optimize data model for complex calculations

CE/RW
\

N/
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Development towards Multi-Threading

e todays applications are “event” parallel

= typically 2-4 GB of memory required per core
= not yet a problem with commodity CPU servers

%%  Memory Control

e future “many core” processors

= much less memory per core
= todays applications are problematic
e memory access and bandwidth limits, etc. GaudiHive Speedup (Brunel, 100 evts)

# Simultaneous Evts
—— 30
30 (clone)
—4— 20
20 < 20 (clone)
5
5 (clone)

25

e short term developments

= multi-threading to reduce memory requirements
= applications based on i.e. Intel TBB
e software frameworks support thread parallelism
e first prototype applications exit (CMS, ...)
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e in the long term adapt the applications

= simulation: dedicated tasks are assigned to cores
= GaudiHive framework: parallel processing of individual algorithms

Thread Pool Size




High Performance Computing and HEP

e infrastructure is getting heterogeneous |ESEICERES

= mostly opportunistic usage of additional resources
e commercial Cloud providers (i.e. Google, Amazon)
e free CPU in High Performance Computing centers
= big HPC centers outperform WLCG in CPU

o X86, BlueGene, NVIDIA GPUS, ARM, Titan: World’s Fastest Supercomputer 2012
. 18,688 Tesla K20X GPUs
g GRID (ARC Middleware) or CIOUd (OpenStaCk) Interface 27 Petaflops Peak: 90% of Performance from GPUs
17.59 Petaflops Sustained Performance on Linpack
—— #3 on the Green 500 [i e
e suitable applications _— RS 'f?ﬁj‘ .

= CPU resource hungry with low data throughput

= physik generators, maybe detector simulation NVIDIA

e X86 based systems

= small overhead to migrate applications

J.Kanzaki

Baes/Spring
Monte Carlo
on GPUs

e GPU based systems
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—e— ud — W' + gluons
30 —a— ug — W*d + gluons

= complete rewite necessary (so far) or dedicated code e
CE?W = i.e. physics generators VEGA or Baes/Spring 99 -~ W'di + gluons

\
N/

Number of Jets in Final State




Physics Groups: Data Analysis on GRID

= international research teams (students, Postdocs,...) cover physics subjects
e development of sophisticated techniques
e comparing data and Monte Carlo simulation, extracting of physics results
= huge physics spectrum covered by the experiments
e results are often presented only weeks/months after data taking finished
e 5O, let’s look at the physics now...



leading,track

Outgoing Parton

All 3 Regions ATLAS
p.>0.5 GeVandInl <2.5

—e— Data 2010, Transverse Region
— — PYTHIA ATLAS MC09
—a— Data 2010, Toward Region
—— PYTHIA ATLAS MC09

—a— Data 2010, Away Region

- - - - PYTHIA ATLAS MC09

Proton

Underlying Event Underlying Event

Outgoing Parton

P14

e underlying events

= pre-LHC models predict e.g. too little transverse
activity, region sensitive to multi-parton
interactions

= | HC results basis for improved MC tunes
e good description achieved with modern codes

14 16 18 20

—— 0.0<lyl<0.5(x

like PYTHIA8 or HERWIG++ s = 054i<10(x

—— 1.0<lyl<1.5(x

(
(
(
e cosmic air shower models yield as well a good  coameasins
description (EPOS) |

e jet production
= excellent description by pQCD over many orders of

—*— 25<«lyl<3.0 (x

o
b/GeV
o-dy (P )

magnitude (LHC covers huge range in prand |y|) ' TNNPDF2TNLO® NP
= based on PDFs, constrained by HERA and e
cEn)Y|  TEVATRON oy (55
SZ7




Standard Model Measurements

July 2013

o W=/Z,W/Z+jets and

di-boson production

= important tests of SM
= background for searches (Higgs)

[pb]

Q 7 TeV CMS measurement

® 8 TeV CMS measurement
—— 7 TeV Theory prediction
—— 8 TeV Theory prediction

Lo CMS 95%CL limit

—
o
()

Production Cross Section, Oyt

e \V and Z studies
= huge event rates , ,
: : : E; > 30 GeV | E{>15GeV : | 5 i ,
e heavily used for calibration ey arbs07 L g
= \W/Z rapidity distribution . | A 4
. e ; § 4 L 49f0"  49f0" :
sensitive to strange quark sea e %6, 19pb S A ) A —
contribution in proton PDFs
e ATLAS compatible with no O — 1.9 GoV2. x=0.023 epWZ freeS  ATLAS
strange sea suppression 4 ABKMO09
® NNPDF2.1 ——
. ) e MSTWO08
e di-boson production v CT10 (NLO)
.. total uncertainty
- Can put IImItS On anomalous experimenta| uncertainty

Triple Gauge Couplings 02 0 02 04 06

CE/RW
\

N/




Top Cross-Sections and Mass

e LHCis a top factory

= tt cross-section is large ~200 pb  (~4 million events so far)
= rich top physics program

e top pair and single top production

= several channels accessible, even all hadronic
= 7 and first 8 TeV results in agreement with SM

® precision top mass measurements

= derive m: from kinematic mass reconstruction
= already systematically dominated (jet energy scale, ...

top mass

LHC m measurements

combination - September 2013, L =3.5 fb'-4.9 b’
ATLAS + CMS Preliminary, Vs = 7 TeV

172.31+0.23 £ 0.72+ 1.35

top

ATLAS 2011, l+jets

r— ..1 —
Ly =4.7 1"

ATLAS 2011, di-lepton

Ly =4.71"

CMS 2011, I+jets
Liy=4.91"

CMS 2011, di-lepton
Liy=4.91"

CMS 2011, all jets

Liy=3.51"

o 173.09 + 0.64 + 1.50

173.49 = 0.27 + 0.33 + 0.98

172.50 = 0.43 + 1.46

173.49 + 0.69 +1.23

LHC September 2013 173.29 + 0.23 + 0.26 + 0.88

similar

173.20 = 0.51+ 0.36 + 0.61 -
precision

(stat.) (syst.)
I I I : I I I I

Tevatron March 2013

166 168 170 172 174 176 178 180 182
Miop [GeV]

< MET
b-jet

lepton + jets

BR ~ 44%

. b-jet

\

e,un,t
dileptons
BR ~ 10%

--NLO QCD (pp) ¢ Single Lepton (8 TeV) 241+ 32 pb
B Approx. NNLO (pp) v SIngIe Lepton+(13 TeV) 179+ 12 pb
A Dilepton 173 4 pb

- "NLOQCD () (5 All-hadronic 167 = 81 pb

— Approx. NNLO (pp)
u CDF
4+ DO

@ Combined 177 % pb /,.:’»:_'IJ— 1

250

top pair

, _ 200F
production

-
.
-
-
-
-
-
4
-
-
-
-

/ ATLAS Preliminary

ATLAS+CMS Preliminary,\'s = 8 TeV
L L IIIIII|IIII|IIII

NLO QCD (PRL102(2009)182003)
85.8 2> (scale) *° (PDF)

Approx. NNLO (arXiv:1205.3453)
s7.2_+02; (scale) j; (PDF)

Vs [TeV]

t-channel ]
single top
production

ATLAS Preliminary (5.8 fo )
95.1 + 2.4 (stat) = 17.6(syst) = 3.6 (lumi)

CMS Preliminary (5.0 o ™)
80.1 = 5.7 (stat) = 11.0(syst) = 4.0 (lumi)

ATLAS+CMS combination

85 + 4 (stat) =+ 11 (syst) = 3 (lumi)

20

30 40 50 60 70 80 90

100 110 120

o (pb)
h.

t-c




I} 68% and 95% CL fit contours mi" Tevatron average
w/o M,, and m_ measurements <

68% and 95% CL fit contours
w/o M,,, m and M, measurements

M: and Electroweak Fit

M, world average * 1o

e direct top and W mass measurements

= currently still based on TEVATRON results

= compatible with combined fit to electroweak
precision data and a light Higgs

= as well with MSSM

Baak et al.,, GFITRER,, arXiv:1209.2716

® precise measurements of top mass
= experimental observable and pole mass ?

m"=m,, (1£A)

experimental errors 68% CL.:
LEP2/Tevatron: today

!

e kinematic reconstruction from uncolored final state
e sensitive to hadronisation effects (color reconnection...)

= determine running mass (MS-scheme) from CDF/DO
top pair cross-section at NNLO, yields:

m,,, =173.3+2.8GeV il
e close to world average, factor 4 larger uncertainty SM|M, =127 GeV  yssu . = 125,127 Gev
e PDF and as uncertainties currently limiting for LHC, SM, MSSM
may be reduced in the future ? A e
(iw Alekhin, Djouadi, Moch, arXiv:1207.0980v2 m, [GeV]
) Heinemeyer, Hollik, Stockinger, Weiglein, Zeune




Ns=7TeV

Searches for the SM Higgs

e SM Higgs phenomenology

= precisely predicted, but Higgs mass
e NLO and NNLO calculations (typical o ~ 5-15%)
e production dominated by gg fusion, then vector
boson fusion (VBF), associated WH and ZH
= cross-section and branching ratios are strong
function of My

N

Higgs
cross-section
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e Higgs searches using 2011 data

= both experiments saw hints for a light Higgs
e around ~30 each, ignoring “look elsewhere effect S A
e indications as well in TEVATRON data | (el

= [ow mass region at LHC srerer—— =
\s7TeVL4649fb‘

n

Local p-value

e yy and ZZ yield excellent mass resolution (~1%)

e many decay modes accessible (yy,ZZ WW,tT,bb)
= challenging to control backgrounds, except for ZZ

0 11 o 11 ---- CMS expected BN
e experiments “blinded” the 2012 data o —assomnes | LHC Higgs  _
: ARt 4 Searches 201 | ¢
/N = Nnot to bias results on new data ol ———
CERN . . L. . 115 120 125 130 135 140 145
\ = huge effort to optimize expected sensitivity (pileup) , _____Higgs boson mass (GeV)
S M.E., for illustration




The Discovery of the Higgs Boson

CMS Preliminary

_ -1
{ Ldt=4.83 b Nov 3, 2011 4 Data Dec 05, 2012

Lfit=20.65f " Dec 9, 2012 [ m,=126 GeV Vs=7TeV:L=51fb" )
| Oz .2z Vs=8TeV:L=19.6fb"

[ z+Xx

Vs =7 TeV

s =8 TeV

Events / 5 GeV

ATLAS Preliminary

[ Background zz"
[ Background Z+jets, tt
+ Data

H-zz"— 4l channel
| [ Signal ( m, =125 GeV)

Data - Background

200 300 400 600 800
m, [GeV]

CERN Seminar
4. July 2012

Fabiola Gianotti, Joe Incandela Francois Englert, Peter Higgs




Results on 4.July 2012
e ATLAS and CMS announced discovery

= based on 7 TeV data and fraction of 8 TeV data

= both experiments excluded full mass rage,
but window around ~725 GeV
¢ including channels sensitive to high my

= best sensitivities in yy and ZZ(4l) channels

e |ocal significance at min. po:

ATLAS CMS
5.9 O obs. 5.0 0 obs.
4.9 O exp. 5.8 O exp.

= since then we more than doubled the data set
e individual channels now passed 5 o

C

E/RW

10" |-
7o 115 120 125 130

= Combined obs.
= = =. Expected for SM H

) —_— Hoyy
_ —_— H->ZZ
- H-> WW

- —_—Ho 1t
H— bb

116 118 120 122 124 126 128 130
m,, (GeV)




Higgs Signal Strength and Production

ATLAS —ostal)  Total uncertainty

e full Run-1 data allows more detailed studies DEE iy oo

e signal strength (1 = o/osu) for channels

= within uncertainties agreement with Standard Model
= combined: ATLAS p=1.23+0.18, CMS n=0.80 + 0.14

e study individual production modes

vector boson
fusion (VBF)

Higgs-Strahlung
(VH)

e allows to determine Higgs couplings

= combining information from production and decay
= at LHC this requires some model assumptions (about 1)
e deduce Higgs couplings as a function of mass

CE{W
\ 1 2 345

S5 0 05 1 15 2
Signal strength ()

10 20 100 200
mass (GeV)




Anomalous Higgs Couplings

ATLAS Preliminary — yrSM
3 Vs=7TeV, [Ldt=46-48f" x Bestfit

e popular model for interpretation: B

--95% CL

< *SM Higgs ® Fermiophobic @ Bkg. only

= scale Higgs-vector boson (kv)
and Higgs-fermion couplings (k)
= combined production and decay results

Private combination of ATLAS and CMS results. Average neglects correlations.

LHC experiments I EW-fit + LHC experiments
68% and 95% CL fit contours 68% and 95% CL fit contours

* Lo [A =3 TeV]
Standard Model prediction

= Fit minimum

e indirect constraints from EW data
= observables modified by loop corrections

preliminary

€] fitter| <2

M.Baak, private communication

= compare result from Higgs production at LHC and fit to LHC + electroweak precision data
e so far ky from electroweak fit to LEP, Tevatron and LHC data more precise

CE/RW e both agree well with Standard Model within uncertainties




Mass of Higgs Boson

H— vy + H — ZZ |—— Combined
wou (ggH,ttH), — H=w

w_(VBF,VH)

e measured in yy and ZZ(4l) channels
= almost model independent determination

® CMS: MH — 1257 + O.35tat + O.35y5 GeV

® AI_TAS MH R 1255 + O.25tat + O.65y5 GeV
= vy and ZZ(4l) agree at level of 24 ¢

e already a precision measurement ! A i i
Vs =8 TeV [Ldt =20.7 fb — H :;Yz -4

124 125 126 127 128 129
C\ETQW my [GeV]




Spin and Parity of Higgs Boson

e experimental approach

= observables sensitive to spin and parity (J") like decay angles
= test alternative models with 0-, 2+ against 0+ (Standard Model)

® observation of H—yy excludes J=1 (Landau Yang theorem)
e use J=2 models with minimal couplings (graviton inspired)
= test hypotheses pairwise against data
= exclusion of 0- w.r.t. 0+:
o ATLAS: 97.8% C.L., CMS: 99.8% C.L.
= exclusion of J=2 models:
e CMS: 99.4% C.L., ATLAS: >99.9% C.L.

® both experiments compatible with 0+ !

0.25- ATLAS —Data
H—ZZ" — 4l —P_o
Is=7TeV [Ldt=461fb" B

Vs=8TeV [Ldt=207fb" =0
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Pseudoexperiments

e Higgs studies at LHC just a starting !
= expect 350 fb" until 2021, HL-LHC aims for 3000 fb " until 2030

 LHC Run2+3 will enable us to measure H—tt and bb, ttH, (... N ]
and to much improve the precision on Higgs couplings 2q= 2xIn(L, /Ly)

CE{W ® HL-LHC will see more rare channels opening up (e.g. H—= )
\ e measuring Higgs self coupling A probably difficult

N/




Searches for Supersymmetry

excluded up to ~1.7 TeV

e motivations for (minimal) SUSY for m(q)=m(g)

= provides solution for hierarchy problem __- Siais:SUSY 2013

: . . 1+ ; T Y & "’\\.\,.‘\ 1| g5% CL limits.oyeor not included.
= Higgs mechanism for EWSB is built in | ATLAS Preiiinary | - o e g
. . . - Lot=o01-207t0 5 =pTey | T Obemed ATASCONPR0S04
predicts a light Higgs e B g, 70
= unification of couplings N R

. . . TR N .\z Xpecte 1-Iep?on +'jets_+ MET

= R-parity: LSP is dark matter candidate N LT IR e

e SUSY is broken S R e -

= plenty of SUSY breaking models (CMSSM, ...)
e different sets of free SUSY parameters
e cach model has rich phenomenology

, . CMSS
e LHC results disfavor CMSSM \
= no light SUSY discovered (so far) m, [GeV]
= Higgs at 125.7 GeV still within SUSY reach
= constraints from rare B decays (Bs— up ...) excluded m(8)<1.3 TeV for any m(q)

e instead, “bottom up” approaches
= phenomenological SUSY model (pMSSM)

CE/RW = simplified models to express results for SUSY s-particle searches




“Natural”SUSY ?

e not fine tuned Higgs requires:

= s-particles linked to Higgs loop need to
be light

e 3rd generation squarks

= cross-sections at LHC expected to be smaller
than for 1st and 2nd generation

® generic SUSY searches at LHC

= |ike:“0O-lepton” (signature: jets + missing ET)
e interpretation in simplified model

= yield stringent limits on 1st and 2nd gen.
e excluded up to ~1.7 TeV for m(g)=m(g)

= not constraining 3rd generation squarks
e needs specialized tand b searches
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Sundrum, Perez (ICHEP’12)

“s-particles at their naturalness limit”

U Mz at tree level

LPCC SUSY o0 WG
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s-particle
cross-sections

U,
<
W

S |
#events in 20 b 8TeV LHC data
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0-g production, g—tt 52?

[T \ \
CMS Preliminary —— sus-12-024 0-lep (E+H;) 194 fb”
— SUS-13-004 0+1-lep (razor) 19.3 fb™
V'S =8 TeV —— SUS-13-007 1-lep (n_ =6) 19.4 fb!

SUSY 2013 ——— SUS-13-013 2-lep (SS+b) 19.5 fb"'

— Observed —— SUS-13-008 3-lep (3l+b) 19.5 fb™
....Observed -1 Gfr.lﬁry

- - - Expected

LSP mass [GeV]

Dedicated Stop Searches

(~°Q\

e simplified models
= assumes 100% branching ratios

e gluino mediated Stop =

0 600 700 800 900 1000 1100 1206 1300 1400 1500

= 4 top squarks in final state olino mass [GoV
= modes via virtual/on-shell stop 4, poduton
e but limit on m(g) depends little ATLAS Prolminary
on m(t) above/below m(g) — Observed i L ieoiw e
= sensitive to m(g)<1300 GeV for o Sy mEeee

2L [1208.4305], 1-2L[1209.2102]

l ] , ( ) <550 Ge V CDF 2.6 fb'[1203.4171] ~1 : L e 1L CONF-2013-037, 0L 1308.2631
7 . ’ " ~1 (o 2L ATLAS-CONF-2013-048 -
m(stop) <m (Top) | % xms 1L CONF-2013-037, 2L CONF-2013-048  1-2L[1209.2102]
*) ~0 ‘ ' ~ 0 ~ 0~ 0
t1—>Cx1 =W bx1 /t1_’tX1

e direct Stop pair production E NN
= 2\W+2b-jets+missing Et = | p
= modes with m(5 above/below m(t)

e combination of several signatures :
to maximize sensitivity ‘ e 0 50 600 700

m(Stop) > m (Top)

“If you cover the white then weak

EE{W scale SUSY is probably dead”
>~ R. Barbieri (ICHEP'12)




No TeV Scale New Physics (yet

e huge list of experimental signatures and models covered

= typical limits achieved up to:
e singly produced objects with QCD couplings ~ 3.5 TeV
e singly produced objects with EW couplings ~ 4 TeV
e pair produced objects with QCD couplings ~ 600 TeV
e unitarity limited rates ~ 4 TeV
o

compositeness scale ~ 8TeV

e details in figures...

ATLAS Exotics Searches* - 95% CL Lower Limits (Status: May 2013)

aszTev] M, (6=2)

LQ1,B=0.5 |

C M S EXOTl CA 95% cL ExcLusion LimiTs (Tev) =@

LQ2,

Large ED (ADD) : monojet + E .., |E=47f 7 Tev [i2104481]

Large ED (ADD) : monophoton + E .
Large ED (ADD) : diphoton & dilepton, m, ,,
UED : diphoton + E .
S'z, ED : dilepton, m,
RS : dilepton, m,
RS1 : WW resonance, m;,,,
Bulk RS : ZZ resonance, my;
RS g, — tT (BR=0.925) : tT — I+jets, m,
ADD BH (M., /M =3) : SS dimuon, N, ,
ADD BH (M : leptons + jets, X
Quantum black hole : dijet, F mg
gqqq contact interaction /(m

uutt Cl : SS dilepton + jets + E
Z"(SSM) :m
Z' (SSM) :m,
Z' (leptophobic topcolor) tt — l+jets, m
W' (SSM) :
W' (- tq, g_=1
W', (— tb, LREM) :

Scalar LQ pair (8=1) : kin. vars. in eejj, e\

Scalar LQ pair < kin. vars. in uyjj, uvjj

Scalar LQ pair (|; 1) : kin. vars. in tTjj, tvjj
eneration : t't'— WbWb

4th generation : b'b' — Sg dilepton + jets + E

Vector-like quark : TT— Ht+><

Vector-like quark : CC,m,,

Excited quarks :y-jet resonance, m "

Excited quarks : dijet resonance, m
Excited b quark : W-t resonance, mm

Excited leptons resonance, m‘

Techni-hadrons (LSTC) : dilepton,m,,,,
Techni-hadrons (LSTC) : WZ resonance (vll), m S
. Major. neutr. (LRSM, no mixing) : 2- |ep+jet§
> Heavy lepton N* (type Ill seesaw) : Z-I resonance, m,,
H™ (DY prod., BR(HE'HI 1SS ee (uw), m

Color octet scalar : dijet resonance, my
Multi-charged particles (DY prod.) : highly ionizing tracks
Magnetic monopoles (DY prod.) : highly ionizing tracks

‘ee/up

L=4.6 b, 7 TeV [1209.4625]
L=47 b, 7 TeV [1211.1150]
L=4.8fb", 7 TeV [1209.0753]
L=5.0 fb”, 7 TeV [1209.2535]
L=20 fb”, 8 TeV [ATLAS-CONF-2013-017]
L=4.7 fb”, 7 TeV [1208.2880]
8 TeV [ATLAS-CONF-2012-150)
7 TeV [1305.2756]
7 TeV [1111.0080]
7 TeV [1204.4646]
7 TeV [1210.1718]
7 TeV [1210.1718]
7 TeV [1211.1150]
L=14.3 fb™, 8 TeV [ATLAS-CONF-2013-051
L=20 fb”", 8 TeV [ATLAS-CONF-2013-017]
L=4.7 b, 7 TeV [1210.6604]
1=14.3 b, 8 TeV [ATLAS-CONF-2013-052]
L=47 b, 7 TeV [1209.4446]
L=4.7 fb”, 7 TeV [1209.6593]
1=14.3 b, 8 TeV [ATLAS-CONF-2013-050]
L=1.0fb™, 7 TeV [1112.4828]
L=1.01b", 7 TeV [1203.3172]
L=4.7 fb", 7 TeV [1303.0526]
L=4.7 b, 7 TeV [1210.5468]
1=14.3 fb”, 8 TeV [ATLAS-CONF-2013-051]
L=14.3 fb”, 8 TeV [ATLAS-CONF-2013-018
L=4.6fb", 7 TeV [ATLAS-CONF-2012-137]
L=2.1fb", 7 TeV [1112.3580]
L=13.0 fb”, 8 TeV [ATLAS-CONF-2012-148]
L=4.7 b, 7 TeV [1301.1583]
L=13.0 fb”, 8 TeV [ATLAS-CONF-2012-146]

19aTeVl M, (5=2)
4.18TeV! Mg (HLZ 6=3, NLO) ATLAS

1407eV| Compact. scale R Preliminary

a7yl M ~R’
247TeV. Graviton mass (k/Mp =0.1)
1.23TeV| Graviton mass (k/M; = 0.1) 4
850GeV. Graviton mass (k/Mp, = 1.0) det =(1-20)fb
207TeV! g, mass —
o (5=7,8TeV
1.5Tev. M, (0=6)

1257eV| M, (5=6
411 TeV. M, (5=6)
76TeV| A
13.9TeV. A (constructive int.)
33TeV. A (C=1)
2.86TeV  Z'mass
1.4TeV. Z'mass
1.8TeV  Z'mass
255Tev. W' mass
430 Gev_ W' mass
1.84Tev. W'mass
660Gev 1 gen.LQ mass
685Gev 2" gen. LQ mass
53aGev 3“ gen. LQ mass
656 GeV t' mass
720 GeV_ b' mass
790 GeV_ T mass (isospin doublet)
1.12Tev. VLQ mass (charge -1/3, coupling k4o =v/mg)
2.46TeV. Q" mass
3.84TeV. q* mass
870GeV. b* mass (left-handed coupling)
22TeV. |* mass (A =m(l*)

L=5.0 b, 7 TeV [1209.2535] B50IGEV o, /o, mass (m(,» o) - m(r;) = M N)

L=13.0fb”, 8 TeV [ATLAS-CONF-2013-01
L=2.1b”, 7 TeV [1203.5420]
=58 fb”, 8 TeV [ATLAS-CONF-204°0 14"
L=47 b, 7 TeV [1210.5070]

L=481b",7 TeV [1210.

| L=4.4 fb”, 7 TeV [1301.5272

S20GeV) p, mass (mlp )-m(wT) +my, m(@) =1.1m(p,))
1.5T-v N mass (m(W ) = 2 TeV)
N* mass (IV I =0.055, IV | = 0.063, |V|“0)

dosGew H* mass (limit at 398 GeV for uu)

JlBEReVl Scalar resonance mass
P a%0 Gevl mass (Iql = 4e)

L=2.01b", 7 TeV [1207.641]] 862 GeV ass

10 10?
Mass scale [TeV]

g* (qg), dijet
q* (@QW)
q*(@2)

q*, dijet pair

q*, boosted Z

e, N=2TeV

p, A=2TeV

Z’SSM (ee, py)

Z’SSM (11)

Z’ (tt hadronic) width=1.2%
Z (

Z’ (tt lep+jet) width=1.2%

Z’SSM (Il) fob=0.2

G (dijet)

G (ttbar hadronic)

G (jet+MET) /M = 0.2

G (vy) M = 0.1

G (Z(Z(qq)) k/M = 0.1

W’ (Ilv)

W’ (dijet)

W’ (td)

W’ —= WZ(leptonic)

WR’ (tb)

WR, MNR=MWR/2

WKK p =10 TeV

pTC, nTC > 700 GeV

String Resonances (qg)

s8 Resonance (gg)

E6 diquarks (qq)

Axigluon/Coloron (qgbar)

gluino, 3jet, RPV

gluino, Stopped Gluino
stop, HSCP

stop, Stopped Gluino
stau, HSCP, GMSB
hyper-K, hyper-p=1.2 TeV
neutralino, ct<50cm

Compositeness

LQ2,

LQ3 (bv), Q=+1/3,
LQS3 (b1), Q=+2/3 or +4/3, f=1.0
stop (bT)

b’ = tW, (3I, 2I) + b-jet
4 5 q’, b’/t’ degenerate, Vtb=1
b’ = tW, l+jets

B’ = bZ (100%)

T — tZ (100%)

t' = bW (100%), I+jets
t' = bW (100%), I+

C.l. A, X analysis, A+ LL/RR
C.I. A, X analysis, A- LL/RR

C.l., py, destructve LLIM

C.l., py, constructive LLIM
C.l., single e (HNCM)

C.1,, single p (HNCM)

C.l., incl. jet, destructive
C.l., incl. jet, constructive

Ms, vy, HLZ, nED = 3

Ms, yy, HLZ, nED = 6

Ms, Il, HLZ, nED = 3

Ms, Il, HLZ, nED = 6

MD, monojet, nED = 3

MD, monojet, nED = 6

MD, mono-y, nED = 3

MD, mono-y, nED = 6

MBH, rotating, MD=3TeV, nED = 2
MBH, non-rot, MD=3TeV, nED = 2
MBH, boil. remn., MD=3TeV, nED = 2
MBH, stable remn., MD=3TeV, nED = 2
MBH, Quantum BH, MD=3TeV, nED = 2
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Indirect Constraints on new Physics

® mixing induced CP violation in Bs—J/¥d llustration of precision
based on fig. by G.Wilkinson

= CP violating phase ¢ in Bs mixing-decay interference
= golden mode:
e sensitivity to new physics entering mixing between
2nd and 3rd quark generation
e precise SM prediction, tiny theoretical uncertainty

(assume @s<cs =-23;)

= | HCb does time dependent analysis (of tagged events)
e recently (untagged+tagged) ATLAS results LHCb <10 f

. . . o — 0.25 8
= so far consistent with SM prediction =028 | \ LmARL
e remains priority to improve precision /

68% CL contours

arXiv:1208.3355v2 - AT\ Combined
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Indirect Constraints on new Physics

® search for new physics in Bi)— uu
= new physics in loop effects vs precise SM predictions
¢ high sensitive to models with extended Higgs sector

e B—uu / Bs—uu probes minimal flavor violation
= EPS'13: first observation of Bs—uu by LHCb+CMS:

B—uu
vs models

—
=)

] | —o— data
i — full PDF
LHCb : B Bty
B
: B —p*u
BDT>07 ----- combinatorial bkg

semileptonic bkg
--=:= peaking bkg

e
[\

Candidates / (44 MeV/c?)
o

8
6
4F-.
2
0

MSSM-AC
D. Straub, arxiv:1205.6094

20 30
B(BY — ptp~) [107°]
A.Schopper based on Fig. by D.Straub

averages M.Patel, SUSY’| 3

CE?W = consistent with Standard Model expectations (!)




What if SM unchanged up to Mp, ?

® N0 new physics up to very high scales ?

= Standard Model defines running of couplings
= special meaning of A=0 at Mp, ?

® absolute vacuum stability with Higgs iy
self coupling A(Mp)=0 ? (

= not quite for current “best” values of Mt and My

= Standard Model vacuum probably metastable with
lifetime >> age of universe

v

W
Stability
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Higgs self-couping

M, = 125 GeV
30 bands in
M, =173.1 £0.7 GeV
as(Mz) =0.1184 + 0.0007

50 100 150 200

o
o

Higgs mass M), in GeV
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Degrassi et al.,
arXiv:1205.649/vl

Higgs quartic coupling A(u)
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RGE scale ¢ in GeV
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Summary and Outlook

e the LHC, the experiments and their computing are

doing fantastically well

= excellent data taken during Run-1, distributed and processed on WLCG
e GRID computing is a success for large sale data intensive physics analysis
= very rich harvest of physics results, much broader than any talk could cover

e the Higgs Boson has been discovered !
= its properties are (so far) compatible with Standard Model predictions

e | HC is a discovery machine for new physics

= experiments cover a huge spectrum of signatures and BSM models
= no signs for TeV scale physics beyond the Standard Model yet

e this is just the start

= machine upgrade from 8 TeV/ to close to 13 TeV in 2013/2014 shutdown
e expect to take ~350fb" at 14 TeV until 2021
= HL-LHC will take LHC program until 2030, for a total of 3000 b
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